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for (int i = 0; i < 1000; i++) {
for (int j = 0; j < 1100; j++)

C[i][3] *= b; C[i][3] *= b;
for (int k = 0; k < 1200; k++) - for (int j = 0; j < 1100; j++)
for (int j = 0; j < 1100; j++) Different Loop Order for (int k = 0; k < 1200; k++)
C[i1[3] += a * A[i][k] * B[k][]]; C[i1[3] += a * A[i][k] * B[K][]]I;
} (Baseline (clang) 0_465} } (Baseline (clang) 9_095}

Auto-Scheduled: Different Performance to-Scheduling Auto-Scheduled:
Tiramisu 0.29s - Tiramisu 0.13s
Polly 0.77s Polly 0.31s
icc 0.04s J(Our Model 0.025 ) s> ( Our Model  0.02s ){icc 0.47s

Figure 1. Structurally different General Matrix-Matrix Multiply (GEMM) kernels yield significantly different performance.

Abstract

The same computations are often expressed differently across
software projects and programming languages. In particu-
lar, how computations involving loops are expressed varies
due to the many possibilities to permute and compose loops.
Since each variant may have unique performance properties,
automatic approaches to loop scheduling must support many
different optimization recipes. In this paper, we propose a
priori loop nest normalization to align loop nests and reduce
the variation before the optimization. Specifically, we define
and apply normalization criteria, mapping loop nests with
different memory access patterns to the same canonical form.
Since the memory access pattern is susceptible to loop varia-
tions and critical for performance, this normalization allows
many loop nests to be optimized by the same optimization
recipe. To evaluate our approach, we apply the normalization
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average by a factor of 21.13, state-of-the-art auto-schedulers
such as Polly and the Tiramisu auto-scheduler by 2.31 and
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works such as NumPy, Numba, and DaCe by 9.04, 3.92, and
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1 Introduction

Because of sophisticated code optimizations by compilers,
developers of high-performance software applications can
often conveniently express the same linear code differently
while achieving high performance on modern processors.
However, the performance of loop-based computations is
highly susceptible to the specific permutations and composi-
tion of loops chosen by the developer.

Different frameworks implement automatic loop sched-
uling methods to enable automatic high-performance loop-
based code. Since loop scheduling is a complex problem in
and of itself [2, 32], these frameworks rely on approximate
methods. For instance, Polly [18] finds a good schedule by
optimization of an integer-linear program (ILP) [8]. However,
Baghdadi et al. [4] show that this ILP only covers a certain
fraction of the practically-relevant scheduling space [4]. Re-
cent approaches [2, 3] leverage deep learning to search much
larger scheduling spaces at the price of local optima.

Although such auto-schedulers can achieve significant
speedups, their direct application to large, scientific appli-
cations is currently limited. The small example of GEMM
presented in Figure 1 already shows that the results of auto-
schedulers may vary by factors of 3x-10x depending on the
chosen loop order. Hence, developers must manually align
loop nests to look like the supported optimization recipes.

To enable robust, automatic loop scheduling in complex
applications, this paper introduces a priori loop nest normal-
ization for auto-scheduling. Specifically, we identify with
maximal loop fission and stride minimization two normaliza-
tion criteria, which canonicalize loop nests with different
memory access patterns. This method allows us to more
easily apply the same optimization recipes to various loop
nests with different performance properties. We test the
robustness of the optimization plus normalization with mul-
tiple semantically equivalent implementations of 15 bench-
marks from PolyBench [29] across Python and C and with
the highly optimized cloud microphysics scheme CLOUDSC
written in Fortran. This results in our optimization pipeline
outperforming not just baseline compiler results in C (x21)
and Fortran (X1.1), but also non-normalizing state-of-the-art
auto-schedulers such as Polly [18] (x2.3), and the Tiramisu
auto-scheduler [3] (x2.9), as well as performance-oriented
Python-based frameworks such as NumPy, Numba, and DaCe
by 9.04, 3.92, and 1.47. In short, our contributions are

o Definition of a priori loop nest normalization to align
loop nests with different performance properties.

e Implementation for LLVM IR and integration with a
state-of-the-art loop scheduling algorithm.

o Evaluation of the robustness of optimization plus nor-
malization on representative benchmarks across mul-
tiple programming languages as well as a case study
optimizing a highly tuned cloud micro-physics simu-
lation.
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2 A-Priori Loop Nest Normalization for
Auto-Scheduling

The cost of moving data through the memory hierarchy is the
dominant factor for the performance of modern computing
architectures [34]. Therefore, a priori loop nest normaliza-
tion aims to provide simple memory access patterns as the
starting point of the optimization. It should map loop nests
with vastly different performance properties such as the
reuse distance [6, 14, 30] or the sustained memory bandwidth
to the same canonical form. After formally defining what we
understand as loops and computations, we will introduce the
two normalization criteria based on well-known compiler
transformations.

for (int i ...) {
compA();
for (int j ...) {
for (int k ...) {
compB();
compC();

}
}

(a) Loop nest pseudocode

Loop i

RN

compA Loop j

11

Loop k

./ N
compB compC

(b) Loop nest tree representation

Figure 2. Characterization of loop nests.

Computation. We define a computation as a unit of work
composed of one or more instructions, where exactly one of
the instructions is a write of a scalar value to a data container.

Loop. A loop comprises an iterator with its initial values
and update criterion, a termination condition, and a loop
body composed of a sequence of computations.

Loop nest. A loop nest is a loop where the loop body
can be composed by an ordered sequence of computations,
loops, and loop nests. In the following, we use the notation
compli, j, k] if a computation is nested inside the loops i, j,
and k, where i is the outermost and k the innermost loop.
Similarly, we use the notation loop|i, j] to represent a loop
nest or loop nested within the loops i and j. Figure 2 illus-
trates the tree representation of a loop nest.
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void foo(double **A, double **B,
double **Q, double **P) {
for (int i = 0; 1 < 1024; i++)
for (int j = 0; j < 1024; j++) {
A[i][3]1 = A[1i][J] + B[i][3];
) Q[JI[i] = Q[j1[i] + P[JI[il;

(a) Two independent computations with contiguous
and strided memory accesses in a single loop.

void foo(double **A, double **B,
double **Q, double **P) {

for (int 1 = 0; i < 1024; i++)
for (int j = 0; j < 1024; j++)
A[i1[J] = A[i][3] + B[il[J1;

for (int i = 0; i < 1024; i++)
for (int j = 0; j < 1024; j++)
Q[31[i] = Q[JI[i] + P[3I[il;

—<

Stride Minimization
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void foo(double **A, double **B,
double **Q, double **P) {
for (int i = 0; i < 1024; i++)
for (int j = 0; j < 1024; j++)
A[i][3] = A[11[3] + B[i][31;
for (int i = 9; i < 1024; i++)
for (int j = 0; j < 1024; j++)
Q[31[4i] = Q[JI[i] + P[31[il;
¥

(b) The same computations fissioned into two separate
loop nests.

void foo(double **A, double **B,
double **Q, double **P) {
for (int i = 0; i < 1024; i++)
for (int j = 0; j < 1024; j++)
A[i][3]1 = A[11[3J] + B[i][31;
for (int j = 0; j < 1024; j++)
for (int i = 0; 1 < 1024; i++)
Q[jI[i] = Q[31[i] + P[JI[il;
}

(c) Permutation of the second loop nests to minimize the strides of memory accesses.

Figure 3. Loop nest code samples subject to normalization.

2.1 Maximal Loop Fission

Fusing computations into shared loops is a common tech-
nique to improve performance [25]. However, the combi-
nation of computations usually increases the complexity of
memory accesses. An example, shown in Figure 3a, combines
two computations with contiguous and strided memory ac-
cesses. Since the developer may apply such compositions
manually when writing the code, we propose simplifying
all loops to make them easier to analyze: we fission them as
much as possible before the optimization

Letcompll[iy, ..., ij, ..., in] and comp2[iy, ..., i, ..., in] be two
computations within the same loop nest. If there are no data
dependencies or loop-carried dependencies between comp1
and comp2, we define a new loop nest with the same iterator,
initial values, update criteria, and termination conditions i] =
i1, ..., ij, = in. We then divide comp1 and comp2 across loop
nests such that after fissioning we have comp1[iy, ..., ij, ..., in]
and comp2[if, ..., 1; .., 1,]. We repeat this for loops and com-
putations nested at the same level of every loop nest until no
such transformations are possible. The result is a sequence
of "atomic" loop nests, as their loop bodies contain com-
putations and loops that can not be separated due to data
dependencies. An example of one instance of fissioning is
illustrated in Figure 3a and Figure 3b, where the two compu-
tations are split into separate loop nests.

2.2 Stride Minimization

Depending on the order of loops within a loop nest, memory
accesses have different strides, impacting the cache utiliza-
tion. Since the optimal order depends on other optimizations

such as tiling or vectorization, loop permutation requires a
non-trivial performance model and must be decided by an
auto-scheduler [26]. To reduce the variations of loop nests,
we propose stride minimization as a normalization crite-
rion before optimization. We assume the stride minimization
criterion is applied after the maximal loop fission criterion.

Let loop — (i1, ..., ij, ik..., in) be a loop nest with all itera-
tors of nested loops ordered according to an in-order traver-
sal. We define a generic optimization criterion, stride(loop),
which maps subsequent accesses to arrays within each com-
putation of a loop nest loop to a real value. For instance, the
sum of all distances between two subsequent accesses to all
arrays over all computations is a suitable function.

Let 7 (loop) = (i1, ..., i}, ik....in) be a permutation and
my(loop) = (i1, ..., ik, ij, ..., in) be another legal permutation
of the same loop nest. If stride(n;) < stride(m;), then m; is
the permutation with the smaller stride. Generalizing, for
each loop nest [00p,in, we find and replace it with the legal
permutation with a minimal stride 7.

The complexity of finding loop,i, depends on the defini-
tion of stride(loop). Since our goal is to reduce the variation
of loop nests for a downstream auto-scheduler, we argue
that the minimum can simply be found by enumeration for
many practically-relevant loop nests. For deep loop nests,
we propose to sort groups of iterators as an approximation.

An example of stride minimization can be seen in Figure 3c,
where the the sum of strides in minimized. If the dimensions
are not statically known, other definitions of stride(loop)
must be used, e.g., the number of out-of-order access w.r.t.
the permutation of loop iterators and array dimensions.
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Scop & data access analysis

Source Code » LLVMIR =——————mmmmd Control Flow Graph =====p Symbolic Representation
for (int i=1; i<32; i++) { start: start for: i € [1,31]
for (int j=1; j<64; j++) { v
oA ST e br label %for.cond
B[i][3] = A[i1[31; S1 . - -
s R for.cond: —> for.cond for2: j € [1,63]
CLITMAT = A[AT[F]5 v s2 . \ 2
br i1 %cmp, label %for.body, label %for.end
} folebed % f°“$°dy s1 B[i][]] = A[i][]]
br label %for2.cond Parameters: i € [1,31],j € [1,63]
for2.cond: for2.cond
o ' Reads: { A;}
br il %cmp2, label %for2.body, label %for.inc Writes:(B,‘i}
for2.body: for2.body
%idx_Al = getelementptr, ptr %A, ... . . N N
: i 52 C[310i] = A[L1[3]
. . AT e | | e ST S
Access computations via PRI Parameters: i € [1,31],j € [1,63]
getelementptr instructions L— forinc Reads: { A;;}
br'label %for2.cond Writes: { C“}
for.inc: '
l’:r"’label %for.cond

for.end:

Symbolic data accesses

for.end
exit ]
end SESE Region

Figure 4. Lifting a symbolic representation of loop nests with high-level information from source code translated to LLVM IR.

3 Normalization on Intermediate
Representations

We implement the normalization on LLVM IR to apply to
as many codes as possible. In LLVM IR, loops and memory
accesses are represented as instructions. Hence, all high-
level information, such as array shapes, loop relations, and
data dependencies, must be inferred through static analysis.
For instance, to identify the strided memory access to array
C in computation S2 of Figure 4, the accesses must first be
derived from store and getelementptr and branch instruc-
tions. Therefore, we first lift a rich, symbolic representation
of loop nests from LLVM IR to do the normalization. This
lifting aims to represent loop nests in a hierarchy of loop
and computation nodes, where loop iterators, domains, and
data accesses are symbolic expressions. Figure 4 depicts the
basic idea of this workflow.

3.1 Lifting Symbolic Representations from LLVM IR

LLVM IR consists of instructions grouped into basic blocks.
Basic blocks are connected through conditional and uncondi-
tional branches, typically represented in a control-flow graph
(CFG). Polly implements several mechanisms to detect and
lift a polyhedral representation of loop nests from LLVM
IR. Since this simplifies large parts of the symbolic analysis,
we use Polly as the basis of our lifting workflow. Based on
Polly’s representation, we then generate an Abstract Syntax
Tree (AST) of the loop nest using existing methods [17] im-
plemented in the integer set library [35]. This AST consists
of a a tree of loops and computations nodes similar to our
definition. To analyze strides and fissioning opportunities
efficiently, we further augment the tree with dataflow infor-
mation describing the subset of data produced and consumed
by different nodes. We use the Stateful DataFlow multiGraph
(SDFG) [5] and existing dataflow analysis [10].

To apply the changes to the original code, we use the
property that the loop nests detected by Polly are maximal
single-entry-single-exit (SESE) regions [21]. SESE regions are
subgraphs of a CFG with unique incoming and outgoing
edges. SESE regions can easily be removed from the original
code and replaced by a function call to an external source
code generated from an SDFG.

3.2 Normalization Passes

We implement the two normalization criteria as two sepa-
rate transformation passes in a pipeline based on the lifted
representation of loop nests. An overview of the normal-
ization pipeline is shown in Figure 5. In the first step, we
fission the loop nests as maximally as possible. Since loop
fissioning always splits loop nests into smaller loop nests
of fewer computation nodes, we can apply transformations
in a fixed-point pipeline until no more fissioning transfor-
mations apply. In the second step, we search for the loop
permutation with minimal strides for each resulting loop
nest of the first step. To find a minimal permutation, we
enumerate all permutations and compute the strides from
the symbolic expressions of memory accesses. It should be
noted that although our representation is lifted from LLVM
IR, the normalization can also be applied to SDFGs obtained
from other sources.

4 The daisy scheduler

Ideally, normalization should make semantically equivalent

implementations of an algorithm performance-equivalent.
To test this hypothesis, we create a normalized auto-scheduler,
daisy, and evaluate the impact of normalization on the auto-
scheduler robustness. We create an A/B test comparing the

original implementation of benchmarks (A variants) and al-
ternative, semantically equivalent implementations (B vari-
ants).
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void foo() {
for (int i = 0; i < 1000; i++) {
for (int j = @; j < 1100; j++)
bar (A[1][3]);
for (int k = 0; k < 1200; k++)
for (int j = 0; j < 1100; j++)
bar (B[11[31[k]);

Sk

Fissioned loop nests

S2:
3 Lifting workflow

¥ (Section 4.1)

¥

for: i € [0,999]
for2: j € [0,1099]

for: i € [0,999]
for2: j € [0,1099]

Fixed-Point
iteration

S1 Reads: { Ajj}

————————

Data container B
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A Priori Loop Normalization Workflow

Memory access pattern

Permuting loops reduces

induced by loop order

access stride length

XYY (VWY

Data container B

S1 Reads: { Ajj}

for5: i € [0,999]

for5: i € [0,999] ) [ fors: i € [0,999] )

for3: k € [0,1199] for3: k € [0,1199]

for4: j € [0,1099]

for4: j € [0,1099]

52 Reads: {Bjjk!}

for4: j € [0,1099]
52 Reads:{Bjjk}

Maximal Fission

-

[ for3: k € [0,1199] | ><:

for4: j € [0,1099]
Stride Minimization
S2  Reads:{Bjjk}

for3: k € [0,1199]

S2 Reads:{Bjjk}

Figure 5. The normalization pipeline in two steps: Maximal loop fission and stride minimization.

Optimization Algorithm. We define a new auto sched-
uler, which applies our normalization passes and then queries
optimizations from a database using similarity-based transfer
tuning [33]. The stride minimization uses the sum of strides
of all array accesses as the optimization criterion. The data-
base consists of pairs of an embedding for the loop nest and
transformation sequences including loop interchange, tiling,
parallelization and vectorization. The database is seeded
from normalized loop nests of the A variants and then ap-
plied to the normalized B variants. If a B loop nest is not
reduced to an A loop nest, the transformation sequence can-
not be applied.

Seeding a Scheduling Database. We collect all loop nests
from the normalized A variants to define the auto-scheduler.
For each loop nest corresponding to a BLAS-3 kernel, we
add an optimization recipe to perform idiom detection, i.e.,
replacing the loop nest with the matching BLAS library call.
The optimizations for other loop nests are found using an
evolutionary search. In the first epoch of the search, the
candidate optimizations for each loop nest are seeded using
the Tiramisu auto-scheduler. This population is refined in
three iterations through standard mutation and selection
techniques, where the runtime determines the fitness. In the
second and third epochs, the population is re-seeded using
the current best optimization of the ten most similar loop
nests and refined in three iterations again. The Euclidean
distance of performance embeddings [33] determines the most
similar loop nests.

Benchmarks. PolyBench [29] is a popular set of bench-
marks for evaluating polyhedral compilers and auto-scheduling
methods. Many of the implemented benchmarks offer sev-
eral degrees of freedom, where the loop nests can be nested
and permuted differently without changing the semantics
of the algorithm. We have selected 15 parallelizable bench-
marks where schedulers have a significant search space for
optimization. To evaluate the auto-scheduler robustness, we

randomly generate an alternative B variant for each bench-
mark based on different permutations and compositions. In
the following, we only consider the large input size.

Baselines. We use Polly [18] based on LLVM 16.0.4 and
with optimization flags -O3 -polly -polly-parallel -polly-tiling
-polly-vectorizer=stripmine -polly-2nd-level-tiling -gomp. We
configure the Tiramisu auto-scheduler [3] to run a Monte-
Carlo Tree Search guided by the performance model. To
account for the stochasticity of this search, we test the top
three candidates and apply the best optimization among
these. Building the original Tiramisu auto-scheduler for the
Tiramisu DSL [4] using currently available software pack-
ages was unsuccessful. Therefore, we run the auto-scheduler
as a standalone search and implement an adapter, which
converts SDFGs to the JSON representation by the search.
To simplify the conversion, we apply the maximal loop fis-
sion criterion as part of the adapter and restrict the conver-
sion to perfectly nested parallel loops. Moreover, we com-
pare the results to icc 2021.9.0, a general baseline with auto-
parallelization -parallel and optimization -O3 flags enabled.

Experimental Setup. The experiments are performed on
an Intel Xeon E5-2680v3 clocked at 2.50 GHz with 64 GB of
main memory. We measure according to a standard frame-
work [20], where measurements are taken until the variance
drops below five percent, and the resulting median is re-
ported as the runtime.

4.1 Normalized Auto-Scheduling: Same Semantics,
Same Performance

We evaluate the runtime of Polly, Tiramisu, and icc against
daisy for the two implementations - A and B - of each of the
15 benchmarks. The results are summarized in Figure 6.

Robustness. The first observation is that since the A
and B variants are semantically equivalent, a robust auto-
scheduler should achieve a runtime ratio close to one. This
is true for daisy , where the largest difference between
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Figure 6. Comparison of our model with state-of-the-art auto-scheduling methods and the icc compiler. The runtime is
expressed relative to the runtime of the A variant of the benchmarks using daisy. Hence, a lower value is better. The
implementation of the Tiramisu scheduler could not be applied to some of the benchmarks successfully. We mark those with X.

the performance of the A and B implementations is
14% and the mean difference is just 5%. However, all other
approaches show significant variation between A and B im-
plementations on several benchmarks, with differences of
over an order of magnitude for applications such as 2mm
or fdtd-2d. For the latter, this can be explained by strided
memory accesses in the B implementation that neither Polly
nor icc can optimize well. Similarly, the performance of the
Tiramisu auto-scheduler is susceptible to the specific struc-
ture of the loop nests of the A and B variants.

Performance. While achieving the same performance for
the different implementations of the same benchmark is vi-
tal to prove the robustness of a scheduler, the performance
must also be competitive with state-of-the-art approaches.
Figure 6 shows the runtime of each benchmark and the base-
line auto-schedulers relative to daisy. Our model achieves
a geometric mean speedup of 2.31 over Polly, 2.89 over the
Tiramisu auto-scheduler, and 1.58 over icc on the A variants.
For the B variants, our auto-scheduler achieves a geomet-
ric mean speedup of 2.97 over Polly, 7.03 over the Tiramisu
auto-scheduler, and 2.51 over icc. Our model underperforms
compared to Polly on correlation and covariance. In those
cases, our normalization passes fail to lift specific loop nests
to the symbolic representations. As a result, the loop nest is

not optimized, and a reduction is executed in parallel, caus-
ing expensive atomic reductions in the C++ code. In general,
however, daisy proves to be a sufficiently complex auto-
scheduler. Most importantly, the runtime variations across A
and B variants are in the order of measurement noise for our
model. Hence, daisy optimizes the A and B variants of the
benchmarks equally well using only optimizations derived
from normalized A variants.

4.2 Ablation Study: Same Optimizations, Different
Performance

To analyze the impact of the normalization and the optimiza-
tions offered by transfer tuning in isolation, we now compare
the results of compiling the benchmarks in the following
scenarios: using only clang, using transfer tuning without
normalization, using normalization without transfer tuning,
and finally using the full pipeline in daisy . We do this for
both the A and B versions of each benchmark. We note that
the normal compiler optimizations -03, etc. are applied in
all configurations. Figure 7 summarizes the relative runtime
of the benchmarks for optimization with and without prior
normalization. The results show that both normalization
and optimization using the similarity-based transfer
tuning algorithm are required to reach the best per-
formance consistently. Without the normalization step,
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Figure 7. Comparison of clang and our model with and without normalization. The runtime is expressed relative to A variants

of the benchmarks using clang. Hence, a lower value is better.

the database queried by the transfer tuning algorithm would
need to explicitly enumerate all possible loop variations,
which would not scale.

4.3 Auto-Scheduling beyond C: Different Language,
Same Optimization

Applying auto-schedulers across programming languages
is essential — and we wish to test daisy not just on differ-
ent C implementations but also on implementations of the
same benchmarks in Python - increasing the number
of implementation variants considered. However, different
programming languages have different syntactical features.

For instance, Figure 8 shows the implementations of the
symmetric rank-k update (SYRK) kernel in PolyBench [29]
and NPBench [36], a scientific benchmarking suite for high-
performance NumPy [19]. For SYRK, the NPBench imple-
mentation uses ranges for indexing of NumPy arrays. When
translating the Python benchmarks to our IR, such syntacti-
cal features may yield different representations for the same
programs because of additional translation and optimization
passes. To evaluate the effect of a priori loop nest normal-
ization for auto-scheduling across programming languages,
we apply the same database-based auto-scheduler from Sec-
tion 4.1 to PolyBench benchmarks implemented in NPBench.
In detail, we use the DaCe Python frontend [5] to obtain

an SDFG for the NPBench benchmark and then apply the
normalization and auto-scheduler analogously. For reasons
of comparability, we adapt the input sizes of the NPBench
benchmarks to the large variants of PolyBench.

for (int i = 0; i < _PB_N; i++) {
for (int j = 0; j <= 1i; j++)
C[i][j] *= beta;
for (int k = 0; k < _PB_M; k++)
for (int j = 0; j < i; j++)
C[i][]J] += alpha * A[i][k] * B[J][k];

(a) PolyBench’s SYRK in C
for i in range(A.shape[0]):
C[i,:i+1] *= beta
for k in range(A.shape[1]):
C[i,:i+41] += alpha * A[i,k] * A[:i+1,k]

(b) NPBench’s SYRK using NumPy

Figure 8. The SYRK kernel implemented in C and NumPy.

Baselines. We consider three baselines: NumPy 1.25.2 [19],
Numba 0.58.0 [23], and DaCe 0.14.2 [5]. All frameworks use
custom operators to call optimized BLAS libraries for specific
operations. Besides the operators, Numba and DaCe support
additional optimizations. In detail, Numba is a just-in-time
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Figure 9. Comparison of our model with NumPy-based frameworks implementing custom operators and optimizations for
different applications. The runtime is expressed relative to the runtime of daisy . Hence, a lower value is better.

compiler that can automatically parallelize and vectorize
loops if detected accordingly. DaCe generates SDFGs from
a Python frontend, which can be optimized with various
transformations - including, but not limited to the automatic
parallelization and vectorization of loops.

Results. Figure 9 shows the runtime of the benchmarks
for our approach and the improvements over the baseline
frameworks. It also shows the results for daisy without prior
normalization. Several benchmarks consist of BLAS kernels
such as gemm and gemv, for which the different frameworks
provide custom operators. Our model lifts BLAS-3 kernels
to matching library calls and optimizes the remaining loop
nests using optimizations found with the evolutionary search.
The lifting of BLAS-3 kernels fails without normalization
on several benchmarks, e.g., 2mm, 3mm and gemm. When
applying normalization, our model mostly matches the per-
formance of DaCe and outperforms NumPy and Numba. For
the syrk and syr2k loop nests, our model outperforms all
frameworks because the baseline frameworks do not provide
custom operators here. Compared to unoptimized C code, the
native Python code means a significant loss in performance
in these cases. Furthermore, there are benchmarks for which
auto-parallelization is necessary to achieve speedups, e.g.,
heat-3d and jacobi-2d. However, the structure of the loops,
as implemented by the developer, does not comprise much

potential for further optimization. Note that the correlation
and covariance benchmarks do not show the problems of
Section 4.1 due to a different structure of the SDFGs from
the Python frontend. The performance of our model is thus
close to the performance of DaCe, outperforming DaCe in
cases where no custom operators are available.

In summary, a priori normalization enables the ap-
plication of an auto-scheduler derived from specific
variants of C loop nests to loop nests translated from
Python programs.

5 CLOUDSC: Case Study of Normalization
and Optimization

We now expand our analysis to CLOUDSC, a parametrization
scheme for simulating clouds and precipitation. The model
is part of the Integrated Forecasting System (IFS) and is
employed in production by ECMWF for weather forecasts
and climate analysis. It is a nonlinear scheme that accounts
for approximately 10% of the IFS forecast model. Initially
written in Fortran, the code has been the focus of an effort
to understand performance portability with versions now
existing in C, as well as using OpenACC and CUDA. We use
an SDFG generated by the DaCe framework and apply our
normalization pipeline implemented in daisy.
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! Function Definitions
REAL :: FOEEWM, FOELDCPM
FOEEWM ( PTARE ) = R2ES *&
&(MIN(1.0, ( (MAX(RTICE,MIN(RTWAT,PTARE))-RTICE)*RTWAT_RTICE_R)**2)&
& *EXP(R3LES*(PTARE-RTT)/(PTARE-RALES))&
& +(1.0-MIN(1.0, ((MAX(RTICE,MIN(RTWAT,PTARE)) -RTICE)*RTWAT_RTICE_R)**2))&
& *EXP(R3IES*(PTARE-RTT)/(PTARE-RAIES)))
FOELDCPM ( PTARE ) = MIN(1.0, ((MAX(RTICE,MIN(RTWAT,PTARE))-&
&RTICE)*RTWAT_RTICE_R)**2)*RALVDCP+&
&(1.0-MIN(1.0, ((MAX(RTICE,MIN(RTWAT,PTARE))-RTICE)*RTWAT_RTICE_R)**2))*RALSDCP

! Vertical loop
DO JK=NCLDTOP,KLEV

! Loop Nest

DO JL=KIDIA,KFDIA
ZQP = 1.0/PAP(JIL,IK)
ZQSAT = FOEEWM(ZTP1(3JL,JK))*ZQP
ZQSAT = MIN(O.5,ZQSAT)
ZCOR 1.0/(1.0-RETV  *ZQSAT)
ZQSAT ZQSAT*ZCOR
ZCOND = (ZQSMIX(JL,JK)-ZQSAT)/(1.0+ZQSAT*ZCOR*FOEDEM(ZTP1(IL,IK)))
ZTP1(JL,IK) = ZTP1(JL,IK)+FOELDCPM(ZTP1(JL,IK)) *ZCOND
ZQSMIX(JIL,JK) = ZQSMIX(IL,JK) -ZCOND
ZQSAT = FOEEWM(ZTP1(3JL,JK))*ZQP

ZQSAT = MIN(@.5,ZQSAT)

ZCOR = 1.0/(1.0-RETV *ZQSAT)
ZQSAT = ZQSAT*ZCOR
ZCOND1= (ZQSMIX(JL,IK) -ZQSAT)/(1.8+ZQSAT*ZCOR*FOEDEM(ZTP1(IL,IK)))
ZTP1(JL,IK) = ZTP1(IL,IK)+FOELDCPM(ZTP1(IL,IK)) *ZCONDL
ZQSMIX(IL,JK) = ZQSMIX(JL,IK)-ZCOND1

ENDDO

ENDDO
(a) A part of the simulation of the erosion of clouds. Functions
definitions are provided, and the outer vertical loop is shown.

CGO ’25, March 01-05, 2025, Las Vegas, NV, USA

I Vertical loop
DO JK=NCLDTOP,KLEV

! Loop Nest
DO JL=KIDIA,KFDIA
ZQP_@(JL) = 1.0/PAP(JL,IK)
ENDDO
DO JL=KIDIA,KFDIA
ZQSAT = FOEEWM(ZTP1(JL,JK))*ZQP_8(JL)
ZQSAT = MIN(@.5,ZQSAT)
ZCOR = 1.0/(1.8-RETV *ZQSAT)
ZQSAT = ZQSAT*ZCOR
ZCOND_@(IL) = (ZQSMIX(JL,JK)-ZQSAT)/(1.0+ZQSAT*ZCOR*FOEDEM(ZTP1(IL,IK)))
ENDDO
DO JL=KIDIA,KFDIA
ZTP1(IL,JK) = ZTP1(JIL,JK)+FOELDCPM(ZTP1(IL,JK))*ZCOND_@(IL)
ENDDO
DO JL=KIDIA,KFDIA
ZQSMIX(IL,IK) = ZQSMIX(IL,IK)-ZCOND_@(IL)
ENDDO
DO JL=KIDIA,KFDIA
ZQSAT = FOEEWM(ZTP1(JL,JK))*ZQP_8(JL)
ZQSAT MIN(@.5,ZQSAT)
ZCOR 1.0/(1.0-RETV  *ZQSAT)
ZQSAT ZQSAT_4(JL)*ZCOR
ZCOND1_0(JL)= (ZQSMIX(IL,IK)-ZQSAT)/(1.0+ZQSAT*ZCOR*FOEDEM(ZTP1(IL,IK)))
ENDDO
DO JL=KIDIA,KFDIA
ZTP1(IL,IK) = ZTP1(JIL,IK)+FOELDCPM(ZTP1(IL,JK))*ZCOND1_8(IL)
ENDDO
DO JL=KIDIA,KFDIA
ZQSMIX(IL,JIK) = ZQSMIX(JL,IK)-ZCOND1_0(JL)
ENDDO

ENDDO
(b) A part of the simulation of the erosion of clouds fissioned

into individual computations and fused by one-to-one produce-
consumer loop nest relations.

Figure 10. A loop nest taken from from the vertical loop of CLOUDSC before and after normalization and fusion.

An important characteristic of the code is the way it ac-
cesses data. The simulated volume is divided into vertical
columns, each computed independently. When iterating ver-
tically through a column, the physical properties stored in
multiple large arrays are updated. The update during each
step of the vertical loop comprises several nested loops, each
implementing distinct physical equations. These innermost
loops iterate over a "tiling" parameter — NPROMA, simulta-
neously updating multiple independent columns. Hence,
this innermost tiling parameter divides the total number
of columns between the outermost loop NBLOCKS and the in-
nermost loops NPROMA, i.e., num_columns=NBLOCKS*NPROMA.
Since both loops are fully data parallel, users can divide the
total problem size into NPROMA and NBLOCKS to find the opti-
mum balance between parallelism and data locality for their
hardware system.

5.1 Discovering Performance Optimizations in the
Erosion of Clouds

We first analyze a single physical update step inside the
vertical loop. Figure 10a depicts a part of the simulation of
cloud erosion. Since the computation is fully data-oblivious,
we can investigate its performance independent of other
computations inside the model.

The chosen loop nest is representative of many inner-
most loops within the vertical loop: It updates two arrays,
ZTP1 and ZQSMIX, over the NPROMA dimension with an itera-
tor JL in a fully data-parallel manner. For this, it computes
several intermediate scalars, which can be assumed to be

live only for the loop’s scope. By default, CLOUDSC is com-
piled with loop unrolling and function inlining to maximize
instruction-level parallelism. Therefore, the computations of
the sub-routines FOEEWM and FOELDCPM are inlined, and the
loop body is unrolled. Hence, the loop body is significantly
larger than the source code suggests, potentially hindering
crucial compiler optimizations such as register allocations.

We apply maximal loop fission to divide individual compu-
tations into smaller loops. This reverts the original decision
by the developers to group the computations according to the
physical equation. This enables the application of a typical
optimization recipe, which iteratively fuses all one-to-one
producer-consumer relations between loop nests. Hence, in-
termediate results are computed for the whole dimension of
JL and stored in the local arrays ZQP_0 and ZCOND_0. Each
loop nest only contains scalars, which are used within a short
distance of instructions. The resulting loop nests are shown
in Figure 10b.

Original Optimized

Single Iteration[ms] 0.040 0.006
KLEV Iterations[ms] 5.468 0.882
L1 Loads 2632 1281
L1 Evicts 963 178

Table 1. The table shows the runtime for a single iteration
and KLEV iterations of the loop nests. It further shows the
absolute number of loads and evicts on the L1 cache.
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Figure 11. CLOUDSC runtime for sequential execution of
the Fortran, C, DaCe, and daisy versions from left to right.
The runtime is normalized by the Fortran version. Hence, a
lower value is better.

Results. We measure the performance of the two versions
for a single iteration and KLEV iterations, corresponding to
the size of the vertical loop. We set NPROMA=128, as this value
offers the best results on our hardware. The experimental
setup is analogous to Chapter 4. Furthermore, we measure
load and evicts to and from the L1 cache to analyze the im-
provements of our optimization. Table 1 summarizes both
runtime and memory behavior, showing that our optimiza-
tion yields a speedup of 4. Furthermore, the optimization re-
duces the pressure on the L1 cache, as there are significantly
fewer transfers between L1 and L2. Hence, the normalization
allows us to discover new applications of well-known perfor-
mance optimizations as it transforms the physical equation
into a canonical form.

5.2 Evaluation

We now apply the same pipeline to the full model and com-
pare the runtime of daisy against the Fortran, C, and DaCe
versions. Figure 11 shows the measurements for sequential
execution. We keep NPROMA = 128 and set NBLOCKS =
512. The optimizations applied by daisy yield a speedup of
1.08x compared to the second-best version, which is the
highly-tuned Fortran code. As shown previously, optimiz-
ing the loop nest in the erosion of clouds saves approxi-
mately four milliseconds per execution of the vertical loop,
accumulating to about 200 milliseconds for the full model.
Hence, this optimization primarily explains the performance
improvements. Furthermore, we compare the different ver-
sions’ strong and weak scaling behavior in Figure 12a and
Figure 12b. With an optimization of the application’s crit-
ical path, the performance improvements also translate to
the parallel execution. We also measure the FLOP/s for For-
tran and daisy and compare it to the peak FLOP/s of the
machine. The peak FLOP/s of the machine is measured with
52522.83 MFLOP/s based on a benchmark optimized for

Lukas Triimper, Philipp Schaad, Berke Ates, Alexandru Calotoiu, Marcin Copik, and Torsten Hoefler

7 5.32%
daisy is faster than hand-tuned Fortran by...

9.07%
3
5.37%
2.68%
s s
[ IIII sliEn sEmn
2 4

10 12

Time [s]

Threads

(a) Strong scaling behavior of CLOUDSC for the Fortran, C, DaCe,
and daisy versions from left to right and grouped by the number of
threads.

daisy is faster than hand-tuned Fortran by...

0,
4.3% 10.11%
5.32% 8.9%
o
]
Z 4
65536 /1 131072 /2 262144 /4 524288 /8

Workload / Threads

(b) Weak scaling behavior of CLOUDSC for the Fortran, C, DaCe,
and daisy versions.

Figure 12. Experimental results for the CLOUDSC case
study.

Fused-multiply-add (FMA) and AVX instructions. The For-
tran version yields 13634.03 MFLOP/s, and the daisy version
yields 14792.81 MFLOP/s, which is 25.96 % and 28.16% of peak
performance, respectively. This underscores that CLOUDSC
is already a highly tuned application, so finding optimization
opportunities is difficult. Hence, daisy improved the perfor-
mance of a critical loop nest in a highly-tuned application.

6 Discussion

The following sections discuss the implications and limita-
tions of our work.

Normalization Criteria. The idea of our normalization
is the simplification of memory accesses. This is motivated
by the observation that optimization recipes usually apply
to a particular memory access pattern, but large applications
group computations in loop nests according to formulas. We
derived the normalization criteria from two common ways to
change the memory accesses of a loop nest: by permutation
and composition. Our findings open a research avenue in
exploring normalization criteria and understanding their
impact on optimization pipeline performance.
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Complexity of Auto-scheduling. Auto-scheduling is typ-
ically formulated as a search over a humongous space of
possible combinations of transformations [2, 3, 32]. This un-
constrained formulation requires careful design and training
of performance models and search methods. A priori loop
nest normalization separates the search and input space and
maps semantically equivalent loop nests to a single prob-
lem instance. This reduces the necessary model complexity
without a loss of generality of the optimization for the un-
constrained search space.

7 Related Work

Loop transformations and normalization have been studied
for decades. In particular, Chelini et al. [11] evaluate stride
minimization as an optimization criterion for loop schedul-
ing, and Callahan [9] discusses loop distribution as a tech-
nique to simplify the analysis of parallel loops. This paper,
in turn, demonstrates the application of such techniques for
the design of robust auto-schedulers. The following briefly
overviews the related work on auto-scheduling and loop
normalization.

Optimization Criteria. Auto-scheduling approaches de-
fine loop scheduling as an optimization problem over differ-
ent types of objective functions. In the domain of polyhedral
optimization, the minimization of the maximal dependence
distance [1, 7, 24] is a popular objective function, which is
also implemented in Pluto [8] and Polly [18]. While these
approaches usually guarantee global optima for the solutions
of the scheduling problems, the modeled schedule space and
objective function may fail to capture the complex features
of modern hardware [4]. Recent works [11, 22, 27] therefore
combine multiple specialized criteria such as Stride Optimiza-
tion and Dependence Guided Fusion into a multi-objective op-
timization. Another research direction learns the objective
function from data using deep learning [2, 3, 13, 31, 32]. All
these approaches seek to optimize more complex objective
functions in larger schedule spaces at the cost of a global opti-
mum. This paper proposes normalization as a pre-processing
step based on criteria that resemble manually derived ob-
jective functions. Normalization is primarily applicable to
models based on local optimization to reduce the variation
of states.

Idiom Detection. Idiom detection seeks to detect and re-
place specific idioms with optimized implementations. Since
the detection is prone to variations, loop normalization tech-
niques have been analyzed in this context early on. Pinter and
Pinter [28] define a loop normal-form for auto-parallelization
based on idiom detection, which requires that each loop-
carried dependency is between two loop iterations. The au-
thors propose loop unrolling to ensure this property. Callahan
[9] analyzes complex bounded recurrences to recognize par-
allelism in loops. The author discusses loop distribution as a
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technique to simplify this analysis. Several approaches seek
to detect idioms on LLVM IR [12, 15, 16]. Declarative Loop
Tactics [12] uses Polly to compute the Scops of the code and
detects idioms based on the polyhedral representation. This
approach enforces a description of memory accesses by affine
function, which is more of a constraint than a normaliza-
tion. LiLAC [16] and KernelFaRer [15] require the standard
compiler optimizations to be performed before detection. In
contrast, we propose performing data-centric normalizations
beyond the standard optimizations of the compiler, which
may significantly change the memory access scheme.

8 Conclusion

In this paper, we present a priori loop nest normalization,
simplifying the auto-scheduling of loop nests in complex
applications. The approach maps loop nests with different
memory access patterns to the same canonical form, signifi-
cantly reducing the variety of loop nests to be optimized.

We demonstrate the approach in different case studies,
highlighting the improved robustness and higher applicabil-
ity of optimizations. The approach outperforms state-of-the-
art compilers, auto-schedulers, and performance-oriented
frameworks in C, Python, and Fortran by significant factors.
In particular, we apply the approach to a highly-tuned scien-
tific simulation, where it identifies additional optimizations
resulting in a 10% speedup.

The approach enables the application of state-of-the-art
auto-schedulers to large scientific code bases, bringing math-
ematical formulas into a form more amenable to optimiza-
tion.
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