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ABSTRACT
The increasing demand of machine learning (ML) workloads

in datacenters places significant stress on current congestion

control (CC) algorithms, many of which struggle to main-

tain performance at scale. These workloads generate bursty,

synchronized traffic that requires both rapid response and

fairness across flows. Unfortunately, existing CC algorithms

that rely heavily on delay as a primary congestion signal

often fail to react quickly enough and do not consistently

ensure fairness. In this paper, we propose FASTFLOW, a

streamlined sender-based CC algorithm that integrates de-

lay, ECN signals, and optional packet trimming to achieve

precise, real-time adjustments to congestion windows. Cen-

tral to FASTFLOW is the QuickAdapt mechanism, which

provides accurate bandwidth estimation at the receiver, en-

abling faster reactions to network conditions. We also show

that FASTFLOW can effectively enhance receiver-based al-

gorithms such as EQDS by improving their ability to manage

in-network congestion. Our evaluation reveals that FAST-

FLOW outperforms cutting-edge solutions, including EQDS,

Swift, BBR, and MPRDMA, delivering up to 50% performance

improvements in modern datacenter networks.

1 INTRODUCTION
In the quickly-evolving landscape of AI-centric datacenters,

the demand for large-scale and high-performance computing

(HPC) capabilities has risen to unprecedented heights. This

paradigm shift is demonstrated by the exponential growth of

large-scale AI training [16, 52] and the proliferation of HPC

offerings in the cloud [17]. The demand for high throughput

at an affordable cost and low latency has become extremely

important, and a crucial component to achieving those tar-

gets lies in network infrastructure and protocols.

A notable manifestation of this demand is found in the

statistics - a staggering 70% of Azure’s traffic is carried by

Remote Direct Memory Access (RDMA) technology [7], and

all major cloud providers are relying on similar technolo-

gies [17, 24, 48]. Yet, as we witness this transformation, it is

worth acknowledging that existing protocols may not suit

the demands of large-scale high-bandwidth networking. For

example, RDMA over Converged Ethernet (RoCE) is affected
by issues like excessive switch buffer requirements for Pri-
ority Flow Control (PFC), PFC storms, and in-order delivery

requirements [29, 38].

1.1 Motivation
Similar limitations can be found in CC algorithms and to

drive our design choices, we identified the following require-

ments for a modern high-performance CC algorithm.

1.1.1 Fairness. In this paper, we refer with the term fair-
ness to the ability of a CC algorithm to allocate the available

bandwidth evenly between competing flows. Minimizing jit-

ter and keeping a low and consistent flow completion time

(FCT) is particularly important in the context of AI and HPC

workloads that exhibit tightly coordinated and synchronized

communication patterns. In such systems, performance is

often dictated by the slowest node in the system [19, 30, 47],

as "straggler" flows and growing variability in FCT can have

a disproportionately high impact on overall job progress.
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Figure 1: Comparison of FASTFLOW with recent CC
algorithms on an 8:1 oversubscribed fat tree running a
permutation. The first number under each algorithm
indicates the overall completion time, while the second
the time difference between the fastest and slowest
flow. The vertical gray line represents the ideal case
where all flows terminate as fast as possible.

This is exacerbated by the presence of bursty traffic, which

is often common in datacenters. For example, 80% of RPCs in

Google datacenters fit in 1 bandwidth-delay product (BDP),
and 89% fit in 4 BDP [6]. This behavior is also common in

someAIworkloads where nodes need to frequently exchange

few KiB of data [28]. Algorithms relying on delay to detect

congestion often react too late to such transient bursts [6, 57],

leading to unfair treatment of concurrently running flows

and increasing the completion time.

We show this effect in Fig. 1a, where we report the Cu-
mulative Distribution Function (CDF) of the Flow Completion
Time (FCT) of 2MiB flows in a permutation scenario with

1,024 nodes, for a 8:1 oversubscribed network (more details

on the setup in Sec. 4). We can notice how, with Swift [33],

a delay-based algorithm, the FCT of the slowest flow is 18%

longer than the fastest flow. An even more pronounced effect

can be observed with BBR [12] (which we observed needs up

to seven round trip times (RTTs) to adjust its sending rate).

MPRDMA [36], a per-packet ECN based mechanism suffers

from its inherit unfairness which is more visible for small

messages. Last, as we discuss further in Sec. 1.1.2, vanilla

EQDS [42], although more fair, does not manage fabric con-

gestion as effectively as sender-based CC algorithms. On the

other hand, the algorithm we propose (FASTFLOW) quickly

and precisely reacts to congestion by relying on different con-

gestion signals (delay, ECN markings, and packet trimming),

improving fairness and overall performance.

1.1.2 Fabric Congestion Management. Many CC algo-

rithms have been optimized for managing congestion at

the final hop caused by incast [27, 42] due to its relevance

for traditional TCP-based workloads [14]. However, with

the emergence of new workloads, those algorithms provide

sub-optimal performance, since they might have limited vis-

ibility of congestion happening in the network fabric. This

type of congestion is often the result of oversubscription (i.e.,

traffic exceeding the capacity of the network), common at

upper tiers of datacenter networks [6, 24], but can also occur

in a non-oversubscribed setting as a result of ECMP colli-

sions [2, 11, 23]. This is shown in Fig. 1b, where we report

the CDF of the FCT of 32MiB flows in a permutation scenario

with 1,024 nodes, for an 8:1 oversubscribed network. In this

scenario, flows are big enough to allow Swift and MPRDMA

to react effectively to congestion. However, FCT with EQDS

is higher due to its inability to adapt to fabric congestion,

hence underutilizing network bandwidth due to trimmed

packets and re-transmissions. As we show in Sec. 5.1, this

can be improved by complementing EQDS with FASTFLOW.

1.1.3 Ease of Deployment. Last, the constant increase in
the number of nodes used by workloads and the number of

network flows per node [45] limits the amount of memory

that can be used to track the flow state. This is even more

critical when we consider that network bandwidth is rapidly

reaching the Tbit/s range and that, for performance reasons,

(part of) the CC algorithm would be implemented in Network
Interface Cards (NICs). This limits the amount of memory

the algorithm can use and the complexity of the algorithms

that can be executed (at 800Gbit/s, with 4KiB packets, the

NIC needs to process one packet every 40 nanoseconds).

The escalating bandwidth requirements for network

switches, currently at 51.2 Tbit/s and beyond, impose con-

straints on the complexity of features these switches can

support. Additionally, gradually deploying new switch gen-

erations or incorporating switches from diverse vendors

with varying features is common in datacenters [50]. Con-

sequently, CC algorithms relying on specific new features

demanding switch hardware support [25, 35, 51] might have

difficulties getting adopted by datacenter providers.

1.2 Contributions
To fulfill these requirements, we introduce a new CC al-

gorithm which we call FASTFLOW (Sender-based Marked
Rapidly-adapting Trimmed & Timed Transport). FASTFLOW
is a sender-based CC algorithm running over lossy Ethernet.

To be easily deployable, FASTFLOW does not rely on any ad-

vanced in-band network telemetry (INT). It instead leverages

a combination of ECN-marking and round-trip-time (RTT)

measurements, two signals that have been commonly used in

a mutually exclusive manner despite each of them possessing

distinctive valuable benefits that complement one another

(as we show in Sec. 3.1). Last, FASTFLOW efficiently uses

memory and compute resources, since it only needs to store

a few bytes per flow and does not require any pull queue or
specific control packets, as common in many receiver-driven
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algorithms. Specifically, FASTFLOW makes the following

key contributions:

Quick Adapt A novel mechanism that can quickly con-

verge to the achievable bandwidth capacity at any bottleneck,

typically within one RTT of receiving a severe congestion

signal (Sec. 3.3). QuickAdapt relies on packet trimming or,

in the case where it is not supported, on timeouts (with

minimal performance impact, Sec. 4.1). Using QuickAdapt,

FASTFLOW can react to severe congestion as quickly as

a receiver-based protocol but without requiring any spe-

cial support on the receiver side (e.g., pull queues). We also

argue that this feature can be retrofitted to any transport

mechanism operating within tight RTT bounds, thus signifi-

cantly reducing tail latencies. In particular, QuickAdapt can

reduce queue occupancy much earlier than other sender-

based mechanisms.

Fair Increase/Decrease A new congestion window man-

agement technique to improve bandwidth fairness (Sec. 3.2.1

and Sec. 3.2.3). In a nutshell, the congestion window is in-

creased or decreased more conservatively (and proportion-

ally to the currently acknowledged packet size) when the

ECN and delay congestion signal disagree on the presence

of congestion. To reduce any small degree of unfairness that

might be present, FASTFLOW rapidly increases the conges-

tion window of flows (Sec. 3.4) if no congestion is detected

for a period of time.

2 BACKGROUND
The behavior of CC algorithms is mostly determined by how

they detect (Sec. 2.1) and react (Sec. 2.2) to congestion.

2.1 Congestion Signals
Delay End-to-end delay accurately approximates conges-

tion. Delay can be computed either by the sender, measuring

the RTT (e.g., in Swift [33] and TCP [13]), or by the receiver,

annotating acknowledgment packets (ACK) packets with

one-way delay information (e.g., in TIMELY [37] or DX [34]).

We assume in the following that accurate delay measure-

ments are computed through NIC timestamping [7, 33].

ECN-marking With explicit congestion notification (ECN),

switches set a bit in the traffic class field of the IP header

when a packet experiences congestion. The receiver sends

the marked packet back to the sender, which adjusts its rate

accordingly [3, 56, 60]. Because ECN notifies congestion us-

ing a single bit, it provides less information than time-based

signals, which instead account for the exact queuing delay

along the path. Switches can use different policies to decide

if a packet must be marked. For example, in random early
detection (RED) [20], switches randomly mark packets with

a probability linear in the switch queue size, if that size is

within two thresholds (𝐾𝑚𝑖𝑛 and 𝐾𝑚𝑎𝑥 ). Although ECN was

designed to mark packets when they are enqueued [21], it

has been shown that doing that when dequeued allows CC

algorithms to react faster. Dequeue marking can be easily

implemented on most existing switches [55], and in the rest

of the paper, we assume that switches use RED and mark

ECN packets when dequeued. Although ECN-based CC algo-

rithms can react quicker than delay-based ones, they perform

poorly when dealing with incast and can be challenging to

tune [33].

Packet Losses Packet losses have extensively been used to

detect severe congestion [20, 40]. However, by relying on

losses only, the algorithm would react too late to congestion.

Also, losses are often detected through timeouts, which are

hard to tune and can cause unnecessary retransmissions.

Packet Trimming With packet trimming, a switch can re-

move parts of the packet (e.g., payload) rather than dropping

it. Packet trimming retains essential information (e.g., head-

ers), allowing the host to quickly detect and react to con-

gestion [15, 27, 42]. Researchers demonstrated that packet

trimming can be implemented on switches such as Intel

Tofino, the Broadcom Trident 4 and NVidia Spectrum 2 by

leveraging their ability to reroute packets to an alternative

port when the initial egress queue becomes saturated [1].

In-Network Telemetry Whereas ECN and packet trim-

ming can be seen as a simple form of in-network telemetry,

other protocols report more detailed information, like maxi-

mum queue occupancy [35, 46] or links load [54] along the

path.

FASTFLOW uses both ECN and delay as congestion sig-

nals to react quickly and accurately to congestion. To ef-

ficiently manage severe congestion scenarios, FASTFLOW

relies on trimming or, if it is not supported, on timeouts. To

enable FASTFLOW to be deployed easily on existing net-

works, FASTFLOW does not rely on complex in-network

telemetry.

2.2 Rate Control
The decision on how to react to congestion can be made

either by the receiver [22, 27, 31, 39, 42, 59], the sender [3,

33, 58, 60] or the switch [25, 51]. Whereas receiver-based

algorithms can precisely regulate the transmission of the

different senders (e.g., in incast scenarios), they require extra

control packets and data structures (e.g., pull queues) on the

receiver side. Also, some of these algorithms can fall short

when dealing with fabric congestion [33]. On the other hand,

sender-based schemes do not require such extra complexity
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but cannot precisely regulate the transmission rate during

incast traffic due to lack of interaction with the other senders.

FASTFLOW is a sender-based mechanism that, thanks

to our novel QuickAdapt algorithm (Sec. 3.3), can precisely

regulate the transmission rate in incast scenarios. At the

same time, FASTFLOW is resource-efficient since it does

not require pull queues. As already discussed, to improve

deployability, FASTFLOW does not rely on any complex or

new feature to be implemented in switches.

3 FASTFLOW DESIGN
Overview FASTFLOW is a high-performance, easy-to-

deploy, and lightweight CC algorithm that can quickly react

to congestion happening both at the last hop (incast) and in

any other part of the network. FASTFLOW keeps a number

of in-flight bytes equal to the size of a congestion window
(cwnd). FASTFLOW updates the window depending on the

estimated network congestion, striving to keep packets RTT

lower than a pre-determined and constant target RTT. This

can be expressed relatively to the base RTT (i.e., the RTT on

an empty network). The base RTT be computed when the dat-

acenter network is set up (once for each possible hop count)

or recomputed dynamically like what is done by Swift [33].

In the rest of the paper, we assume a target RTT equal to 1.5x

the base RTT. Consequently, we can also easily compute a

specific target RTT for each hop count by setting it to 50%

more than the base RTT (details in Sec. 3.5).

Required Features FASTFLOW relies on widely available

features like ECMP, ECN marking, and packet trimming.

ECMP and ECN marking are available on most datacenter

switches [9, 29, 41], whereas packet trimming can be imple-

mented on existing switches [1]. If ECMP is not supported,

we can still run the CC algorithm. If packet trimming is not

supported, FASTFLOW falls back to timeouts, with limited

performance impact (Sec. 4.1). Similarly to EQDS [42], we

assume that each switch port has a high-priority queue to

forward control packets such as trims and ACKs, and a lower-

priority queue to forward data packets. By doing so, packets

carrying potential congestion information are prioritized so

that FASTFLOW can react quickly.

Assumptions This work mainly focuses on widely used fat

tree networks [17, 43]. However, FASTFLOW could be easily

adapted to work with other topologies such as torus, Dragon-

fly [18, 24, 32], BCube [26], SlimFly [8], HammingMesh [28]

and others. Moreover, we intentionally limit buffering to a

worst-case scenario, assuming that each per-port queue is

one bandwidth-delay product (BDP) in size.

Presentation In the following, we motivate the choice of

using both delay and ECN as congestion signal (Sec. 3.1),

and then describe the main control loop (Sec. 3.2). We then

present QuickAdapt (Sec. 3.3) and FastIncrease (Sec. 3.4), two
techniques we introduce to further improve FASTFLOW re-

activeness. Eventually, we discuss how to select FASTFLOW

parameters (Sec. 3.5).

3.1 FASTFLOW Congestion Signals
Choosing the congestion signal is critical for the whole de-

sign of the protocol, and FASTFLOW uses both ECN and

delay (RTT). FASTFLOW can also leverage packet trimming

to react to severe congestion, which we discuss in Sec. 3.3.

In Fig. 2, we compare the full version of FASTFLOW with

a simple CC using ECN and delay, by simulating 8:1 incast

traffic on 1,024 nodes fat tree with 800Gbps links. In all the

simulation results, we use the htsim packet-level network

simulator [27]. We use the same congestion control logic for

both ECN only and RTT only (we decrease the congestion

window by half an MTU per packet at most in response to

high delay or ECN marking). We observe that the congestion

windows decrease faster when using ECN since, when using

delay, the receiver gets the congestion signal only after the

packet crosses the entire queue. On the other hand, RTT only
is more fair. Finally we show FASTFLOW as reference. With

it, we take advantage of both signals and also use Quick-

Adapt (Sec /3.3) to immediately adjust its windows to the

right value.

However delay is 
more fair

‘ECN only’ is ~10% faster in reducing 
the windows compared to delay

However ‘RTT only’ 
is more fair

FASTFLOW uses QuickAdapt to 
immediately adjust its windows

Figure 2: Comparing FASTFLOW, ECN and delay-based
congestion signals during an incast. The windows start
at 1.42MiB (not shown in the figure).

On the other hand, delay is a more precise and fine-grained

congestion signal due to its multi-bit nature and can thus

estimate congestion more accurately. Moreover, it improves

the algorithm’s fairness since it is not affected by the random-

ness inherently present with ECN. We show this in Fig. 3a,

where we report the distribution of FCTs of the previous

experiment. We can see how delay is more fair but ECN is

slightly faster to react. Combining the two allows us to get
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Figure 3: Impact of congestion signals and reaction
granularity on FASTFLOW performance. Running a
8:1 Incast of 8MiB on 1024 nodes at 800Gbps with 4KiB
MTU.

some benefits from both, reducing the overall completion

time. This is important as the last finishing flow would delay

tightly coupled applications such as ML training workloads.

Last, it is important to determine how often to react to

congestion signals. Many algorithms like MPRDMA react

once per ACK to improve responsiveness. However, it might

be hard to keep up when increasing network bandwidth. For

this reason, other algorithms like Swift or DCQCN react once

per period of time (e.g., once per RTT). As shown in Fig. 3b,

reacting on a per-packet basis can result in slightly better

performance. Indeed, the congestion window size is adapted

more smoothly, improving reaction times and reducing un-

fairness. We also observe how, even reacting only once every

50 packets does not significantly impact FASTFLOW perfor-

mance, which is within the 5% of the per-packet reaction

scenario.

3.2 Main Control Loop
In FASTFLOW, the sender recomputes the congestion win-

dow size every time it receives an ACK. When an ACK is

received, four different scenarios can occur depending on

the severity of congestion (or lack thereof), as reported by

the two congestion signals: Fair Decrease (Sec. 3.2.1), Multi-
plicative Decrease (Sec. 3.2.2), Fair Increase (Sec. 3.2.3), Multi-
plicative Increase (Sec. 3.2.4).

3.2.1 Fair Decrease (FD). The ACK is ECN-marked, but
the reported RTT is smaller than the target one. In this

case, queues are building up, but congestion has not yet af-

fected the acknowledged packet. FASTFLOW proactively

reacts by gently decreasing the window regardless of the

packet’s RTT. To improve fairness (see Sec. 4.2), the conges-

tion window is decreased more aggressively for flows with

larger windows (and thus, likely, more in-flight bytes) as

follows:

cwnd −= cwnd
bdp

· fd · p.size (1)

where bdp is the bandwidth-delay product (computed consid-

ering the base RTT), fd is fair decrease constant, and p.size is
the size of the acknowledged packet. Intuitively, the higher

fd, the more aggressively the congestion window is reduced.

We discuss how to choose fd in Sec. 3.5.

3.2.2 Multiplicative Decrease (MD). The ACK is ECN-
marked and reports an RTT higher than the target. This
indicates a worst-case scenario and, as a consequence, FAST-

FLOW rapidly reduces the congestion window proportion-

ally to the difference between the target and measured RTT,

as follows:

cwnd −= min

(
size,

p.rtt − trtt
p.rtt

·md · p.size
)

(2)

where trtt and p.rtt are the target and measured RTT, re-

spectively. FASTFLOW additionally applies Fair Decrease to
improve fairness (Sec. 3.2.1, not shown explicitly in Eq. 2). In

any case, the multiplicative decrease reduces cwnd at most

by the acknowledged packet’s size. md is a multiplicative
decrease constant selected so that when the RTT is twice

the target RTT, the congestion window is decreased aggres-

sively by a packet for each ACK. Thus, we want to have

p.rtt−trtt
p.rtt ·md · p.size = p.size, which implies md = 2.

3.2.3 Fair Increase (FI). The ACK is not ECN-marked
but reports anRTT higher than the target one. This might

indicate that the delay signal is outdated and the queues are

not growing significantly. Consequently, FASTFLOW gently

increases the congestion window, ignoring the delay signal.

To improve fairness (see Sec. 4.2), the window is increased

more aggressively for flows with smaller windows as follows:

cwnd += p.size
cwnd

·mtu · fi (3)

where fi is a fair increase constant and mtu is the Maximum
Transmission Unit. The higher fi, the more aggressively the

congestion window is increased. fi impacts small flows more

than large ones, and we discuss how to choose fi in Sec. 3.5.

3.2.4 Multiplicative Increase (MI). The received ACK is

not ECN-marked and reports an RTT smaller than the
target one. In this case, FASTFLOW increases the congestion

window proportionally to the difference between the target

and measured RTTs, as follows:

cwnd += min

(
size,

trtt − p.rtt
p.rtt

· p.size
cwnd

·mtu ·mi
)

(4)

mi is amultiplicative increase constant selected to increase
the congestion window by at most one MTU per RTT. If

we assume cwnd/p.size ACKs are received in an RTT, FAST-

FLOW would increase the window size by
trtt−p.rtt

p.rtt ·mtu ·mi
per RTT. Because we want this quantity to be smaller than
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an MTU, mi ≤ rtt
trtt−p.rtt . Since p.rtt ≥ brtt, where brtt is the

base RTT, we set mi = brtt
trtt−brtt . This multiplicative increase

is followed by a fair increase to improve fairness (Sec. 3.2.3,

not shown explicitly in Eq. 4).

3.2.5 Overall Picture. Algorithm 1 summarizes the main

FASTFLOW logic. So far, we discussed lines 19-27, while we

discuss the remaining parts in the next sections. It is worth

remarking that FASTFLOW has a low memory footprint (19

bytes per flow, and 28 bytes globally) to ensure scalability

and ease of hardware implementation on NICs.

Algorithm 1 FASTFLOW Pseudocode

1: acked, bytes_ignored = 0 ⊲ Sec. 3.3
2:

3: procedure congestion_loop_logic(p)
4: acked += p.size
5: bytes_ignored += p.size
6:

7: if p.is_ack then
8: if bytes_ignored < bytes_to_ignore then
9: return ⊲ Ignore ACKs after QuickAdapt (Sec. 3.3)
10: end if
11:

12: can_decrease = wait_to_decrease(p) ⊲ Sec. 3.5.1
13: adp = quick_adapt(p) ⊲ Sec. 3.3
14: finc = fast_increase(p) ⊲ Sec. 3.4
15: if adp or finc then
16: return ⊲ Exit if QuickAdapt or FastIncrease triggered
17: end if
18:

19: if p.ecn and p.rtt ≤ trtt and can_decrease then
20: fair_decrease(p) ⊲ Sec. 3.2.1
21: else if p.ecn and p.rtt > trtt and can_decrease then
22: multiplicative_decrease(p) ⊲ Sec. 3.2.2
23: else if !p.ecn and p.rtt > trtt then
24: fair_increase(p) ⊲ Sec. 3.2.3
25: else if !p.ecn and p.rtt ≤ trtt then
26: multiplicative_increase(p) ⊲ Sec. 3.2.4
27: end if
28: else if p.is_trimmed or p.timeout_triggered then ⊲ Sec. 3.3
29: cwnd −= p.size
30: trigger_qa = true
31: retransmit_packet(p)

32: if bytes_ignored >= bytes_to_ignore then
33: quick_adapt(p) ⊲ Sec. 3.3
34: end if
35: end if
36: cwnd =max(min(cwnd, bdp), mtu) ⊲ Sec. 3.5
37: end procedure

3.3 QuickAdapt
The four cases presented in Sec. 3.2 describe how FAST-

FLOW reacts when receiving an ACK. However, if packets

are dropped, FASTFLOW reacts to such heavy congestion

by quickly adjusting the congestion window using a novel

technique, which we call QuickAdapt. QuickAdapt behaves

similarly to receiver-based CC algorithms without needing

special support on the receiver side (e.g., pull queues) or

per-packet states like in BBR [12].

By default, FASTFLOW relies on packet trimming to detect

packet drops. Traditionally, when using packet trimming, the

switch removes the payload and forwards the header if the

queue size exceeds a threshold [27]. This allows congestion

information to be communicated to the receiver even on

congested networks. With FASTFLOW, we trim packets only

if they would otherwise be dropped because of a full buffer.

QuickAdapt counts how many bytes have been received

over the last trtt and, if a loss is detected, it sets the conges-

tion window to that value. It is possible to scale that value

by a constant (qa_scaling) depending on the desired queue

occupancy (see Sec. 3.5). Because the sudden change caused

by QuickAdapt already factors in the subsequent feedback,

the receiver ignores the congestion information carried by

all the unacked packets received from when QuickAdapt is

triggered. By doing so, QuickAdapt does not overreact to

congestion and, for the same reason, it is applied at most once

per target RTT. The QuickAdapt pseudocode is presented

in Algorithm 2, while the interaction with the rest of the

FASTFLOW logic is visible in the previously presented Algo-

rithm 1. Figure 4 shows a simplified example of QuickAdapt

in action with a 2:1 incast.

Algorithm 2 QuickAdapt Pseudocode

1: procedure qick_adapt(p)

2: adapted = false
3: if now ≥ end then ⊲ QuickAdapt at most once per target RTT
4: if trigger_qa and end ≠ 0 then
5: trigger_qa = false
6: adapted = true
7: cwnd =max(acked, mtu)· qa_scaling
8: bytes_to_ignore = unacked ⊲ Ignore next congestion signals
9: bytes_ignored = 0

10: end if
11: end = now + trtt
12: acked = 0

13: end if
14: return adapted
15: end procedure

QuickAdapt without trimming. Although packet trimming

can be implemented on many existing switches [1], we also

want FASTFLOW to be compatible with switches lacking

such support. If trimming is not supported, FASTFLOW falls

back to a simple timeout-based approach, requiring minimal

changes to the overall logic (it reacts to timeouts like it does

on the reception of a trimmed packet). We compare FAST-

FLOW performance with and without trimming in Sec. 4.1.

Because FASTFLOW strives to keep the RTT below the tar-

get one, it uses aggressive timeouts to detect packet losses.

When using timeouts instead of trimming, we also double
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the value of themd constant. By doing so, FASTFLOW reacts

more aggressively to congestion and reduces the probability

of packet drops, which can decrease performance and reduce

link efficiency.
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Figure 4: QuickAdapt behavior for a 2:1 incast. Senders
have a starting window of 4 packets. When a sender
gets a trimmed packet it sets trigger_qa to true. After
trtt, it changes its window size to the number of Bytes
acknowledged during this time window (2 packets in
this case).

3.4 FastIncrease
FastIncrease quickly reclaims available bandwidth after the

termination of some flows (e.g., in case of incast with uneven

sizes). FastIncrease is triggered when at least cwnd subse-

quent bytes did not experience any congestion (i.e., the RTT

is close to the base RTT, and the ACKs are not ECN marked).

In that case, as long as FastIncrease stays active, the con-

gestion window is increased by 𝑘 MTUs for each ACK. 𝑘

is a constant that we set equal to 2 (after proper tuning)

(see Sec. 3.5). We show the FastIncrease pseudocode in Algo-

rithm 3 and how it interacts with the rest of the FASTFLOW

logic in Algorithm 1.

Algorithm 3 FastIncrease Pseudocode

1: procedure fast_increase(p)
2: if rtt ≈ brtt and not p.ecn then
3: count += p.size
4: if count > cwnd or increase then
5: cwnd += 𝑘 · mtu
6: increase = true
7: return increase
8: end if
9: else
10: count = 0

11: increase = false
12: end if
13: return increase
14: end procedure

3.5 Parameter Selection
Window Size Bounds FASTFLOW enforces the conges-

tion window size within a predefined range. We assume a

maximumwindow size of 1.25 BDP (higher than 1 to manage

transient bursts) and aminimumwindow size of 1MTU.Mod-

ern link speeds and delays (with a BDP around 900KiB [29]

and 4KiB MTUs) allow incast with hundreds (200 in this

example) of senders targeting a single receiver to be easily

supported. Higher incast degrees can be gracefully handled

by FASTFLOW at reduced link efficiency due to the poten-

tially higher number of trimmed or dropped packets. Alter-

natively, FASTFLOW can integrate a pacer-based solution

similar to the one introduced by Swift for cases when the

window would drop below one MTU [33]. However, it is

worth remarking that such high-degree incast are unlikely

to appear in modern AI workloads where traffic is dominated

by highly optimized collective operations that limit or avoid

incast [28].

ECN Marking We test FASTFLOW using RED queueing

discipline, with 𝐾𝑚𝑖𝑛 and 𝐾𝑚𝑎𝑥 set to 20% and 80% of the

switch queue size respectively [20].

Target RTT trtt is selected to be equal to 1.5𝑥 the base RTT.

Because we assume a queue size equal to 1 BDP, this cor-

responds to having half-full switch queues, thus halfway

between 𝐾𝑚𝑖𝑛 and 𝐾𝑚𝑎𝑥 . By doing so, FASTFLOW allows

the loead balancer to react by forwarding packets on dif-

ferent paths, before taking more drastic actions involving a

reduction of the congestion window.

QuickAdapt Scaling Selecting qa_scaling = 1 would let

the RTT stabilize around the target RTT, corresponding to

a switch queue size to roughly in-between 𝐾𝑚𝑖𝑛 and 𝐾𝑚𝑎𝑥 .

We set it instead to 0.8, so that the RTT drops to 0.8 the

target RTT (i.e., 0.8 · 1.5brtt = 1.2brtt), corresponding to a

switch queue size around𝐾𝑚𝑖𝑛 , thus reducing the probability

of triggering ECN marking.

FastIncrease/Decrease We set the fi and fd parameters (see

Sec. 3.2) to 0.25 and 0.8 respectively for 100Gbps links 4096B

MTU. This selection comes from tuning over hundreds of

combinations in all test scenarios of Sec. 4.

Scaling Last, some values need to be scaled depending on

the network bandwidth and latency since changing these

would affect the BDP and, thus, the maximum for conges-

tion windows. Consequently, the congestion window can be

increased more aggressively on networks with higher bdp.
Namely, the fi and mi parameters need to be multiplied by

𝛾 =
bdp

𝑟𝑒 𝑓 𝑒𝑟𝑒𝑛𝑐𝑒_𝑏𝑑𝑝
, where reference_bdp is the network bdp

for a 100Gbps network with 12us RTT. On the other hand,
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to be more conservative, both fd andmd are fixed regardless

of link speed, as we always want to react strongly in case of

congestion.

3.5.1 Interaction between CC and load balancing. An
adaptive load balancer can reduce the impact of fabric conges-

tion (e.g., caused by ECMP hashing collisions) without reduc-

ing the congestion window size. This is especially relevant

in permutation workloads running on non-oversubscribed

networks where, in principle, the congestion can be avoided

by properly balancing the traffic. To allow adaptive load bal-

ancer algorithms to react to such congestion, FASTFLOW

does not react to ECN-marked packets unless several marked

packets are received. In a nutshell, FASTFLOW keeps an ex-

ponential moving average tracking ECN-marked packets by

updating, for each packet, a variable avg_wtd = 𝛼 · p.ecn +
(1−𝛼) · avg_wtd. FASTFLOW does not decrease the conges-

tion window as long as avg_wtd < 0.25 (i.e. 25 percent or

more of the acks indicate congestion, which is a sufficiently

large threshold to rule out congestion caused by transient

load imbalance). We call this featureWait to Decrease (WTD).

4 EVALUATION
Simulation Setup. We ran simulations using and extending

the htsim packet-level network simulator [27]. Our simula-

tions consider four different fat-tree topologies, two non-

blocking (one with 1,024 and the other with 128 nodes), and

three with 1,024 nodes and 2:1, 4:1, and 8:1 oversubscription

ratios, due to the relevance of such topologies in produc-

tion datacenters [49]. We set a 4KiB MTU size, a 800 Gbps

network bandwidth, and a 400ns switch traversal latency,

consistent with the latest generation of switches [10, 18]. For

the sake of simplicity, we assume that all links have the same

length and, hence, the same latency, equal to 600ns.

State-of-the-art Comparison. We evaluate FASTFLOW

against EQDS, Swift, MPRDMA, and BBR. To have a fair

comparison and focus on congestion control, we enable trim-

ming and multi-pathing for all the algorithms. Indeed, run-

ning Swift or BBR in their vanilla version using a single

path would result in bad performance, mostly due to routing

rather than congestion control.

Analyzed Workloads. We consider the following three traf-

fic patterns: (i) incast: relevant for traditional datacenter
workloads, that often send requests to a large number of

workers, and must then handle their near-simultaneous re-

sponses; (ii) permutation: simulates point to point connec-

tions between pairs of nodes, selected so that each packet

crosses the core switches, to emulate a worst case scenario

and stress the load balancer; (iii) alltoall: relevant for many

AI workloads such as Mixture of Experts models.

4.1 Trimming vs. Timeouts
As discussed in Sec. 3.3, FASTFLOW relies on timeouts to

detect packet drops when the switches do not support trim-

ming. We now evaluate the impact of the lack of trimming.

In Fig. 6, we report an incast scenario on small (512 KiB)

messages, showing that the lack of trimming increases the

FCT by slightly more than one base RTT (equal to 8.6 𝜇s in

our setup).

We investigate this further in Fig. 7, reporting the increase

in FCT due to the lack of trimming support, showing that

the additional delay is often smaller than one base RTT,

and always within two base RTTs on all the scenarios we

evaluated. We also observed that less than 0.2% packets were

unnecessarily re-transmitted (not shown in the plot).

4.2 Incast
Fig. 5 shows the relative performance of FASTFLOW in incast

scenarios ranging from an 8:1 incast to a 100:1 incast for vary-

ingmessage sizes.We note that EQDS, being a receiver-based

mechanism, can easily achieve good performance. Indeed, it

can precisely communicate the window size to each sender

and schedule them to be perfectly fair.

On the other hand, sender-based mechanisms like

MPRDMA, FASTFLOW, and Swift perform slightly worse,

particularly true for medium sized messages. Small messages

do not overrun switch buffers, whereas for large enough

messages all the algorithms have enough time to converge

to the correct rate. The zone in between, usually for mes-

sages slightly smaller than BDP, is subject to random drop

events that affect sender-based mechanisms more. More-

over, MPRDMA seems to have slightly worse performance

due to its lack of fairness features. Finally, BBR struggles for

medium-sized messages since it needs more time to converge

to the correct rate.

4.3 Permutation
In Fig. 1, we show the results for a 2 MiB and 32 MiB permu-

tation traffic pattern on an 8:1 oversubscribed fat tree with

1,024 nodes. It is worth noting that, when using a relatively

small message of 2 MiB, just slightly bigger than the BDP,

FASTFLOW outperforms all other algorithms while being

fair (it can quickly react thanks to ECN). In Fig. 8a and Fig. 8b,

we show what happens on 2:1 and 4:1 oversubscribed fat

trees respectively. In these cases, FASTFLOW still outper-

forms the other algorithms, but not as much as in other cases,

a smaller oversubscription ratio is easier to manage even for

simpler CC algorithm.

In Fig. 8c we report instead the results for a scenario where

multiple permutations run in parallel (which can be the case

with a Butterfly AllReduce or a windowed AllToAll). In this
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case, the performance gap between FASTFLOWand EQDS in-

creases up to 50%, while all the other sender based-algorithms

perform better but are still about 10% slower than FAST-

FLOW. Finally, we show in Fig. 8d a scenario with 2MiB

flows, except for one that is bigger and sends 4MiB. This

scenario shows how FASTFLOW outperforms other sender-

based mechanisms by almost 30% thanks to its capacity to

reclaim bandwidth quickly (see Sec. 3.4). This is also the case

for EQDS, which outperforms MPRDMA, BBR, and Swift

since it can also reclaim unused bandwidth quickly.

Generally, we can notice that for high oversubscription

ratios, the performance of EQDS degrades even more due to

the high number of trimmed packets. To further emphasize

this point, we measure the number of trimmed packets for

EQDS and report that, in the worst case scenario just men-

tioned, it can generate up to 155x more trimmed packets than

FASTFLOW, resulting in wasted bandwidth and resources.

The EQDS authors state that in such cases a CC algorithm

on the sender side would benefit its performance, and we

explore that in Sec. 5.1.

4.4 Alltoall
We also evaluate performance for alltoall communication, a

collective operation commonly used in AI workloads [28].

Due to the large number of messages generated, we use the

smaller topology to reduce simulation times. We use a win-

dowed algorithm for the alltoall to have at least 𝑘 active flows

per node at any time. We show the results in an oversub-

scribed fat tree, as a non blocking tree topology can theoret-

ically handle alltoall traffic without problems for congestion

control. We report the results of our evaluation in Fig. 9.

We observe that EQDS performance drops as the number of

parallel connection increases, consistent with the multiple

permutation results in Fig. 8c. On the other hand, sender-

based mechanisms handle that case better, with FASTFLOW

taking the lead being only 6% behind the ideal time.

5 DISCUSSION
5.1 Augmenting EQDS with FASTFLOW
One of the main drawbacks of using a receiver-based mech-

anism like EQDS, as shown in the previous results, is its bad
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management of fabric congestion. As suggested in the EQDS

paper, it should be possible to improve EQDS’ performance

by complementing it with a sender-based CC algorithm. To

do so, we explore using EQDS with FASTFLOW, as well as

with a DCTCP-style CC algorithm (MPRDMA). While run-

ning in combination with EQDS, the role of the sender-based

congestion control is to limit its sending rate by capping the

congestion window and adapting as needed.

In theory, this combination should give us the benefits

of both world: perfect incast management thanks to the

receiver-based CC and the ability to deal with the other forms

of congestion thanks to a solid sender-based CC. In this work,

we only show a simple scenario where such combinations

seem beneficial for EQDS. A more in-depth analysis of such a

combination is necessary but outside the scope of this paper.

In Fig. 10 we report a permutation scenario on an 8:1

oversubscribed fat tree, with 2 MiB and 32 MiB flows. We

can see that FASTFLOW improves EQDS performance. For

2MiB flows, the improvement introduced by FASTFLOW is

higher than that of MPRDMA, thanks to its better fairness.

When running with 32 MiB flows except for one being 64

EQDS +
MPRMDA
242us, 88us

EQDS +
FASTFLOW
193us, 11us

EQDS
221us, 9us

FASTFLOW
186us, 15us

(a) All flows 2MiB.

EQDS +
FASTFLOW
3.4ms, 0.7ms

EQDS +
MPRMDA
4.1ms, 1.3ms

EQDS
4.3s, 0.3ms

FASTFLOW
3.1ms, 0.5ms

(b) One longer flow at 64 MiB.

Figure 10: Augmenting EQDS with sender-based mech-
anisms.

MiB, we can also see how we do very well on our own but

also help EQDS. In this case having FastIncrease is key to

recover quickly the bandwidth for the larger flow.

6 RELATEDWORK
Researchers proposed several datacenter CC algorithms, and

we discuss in the following how FASTFLOW differs from

some of the most recently proposed ones. Receiver-based

algorithms such as NDP [27], EQDS [42], pHost [22], Express-

Pass [59], SMSRP [31], and Homa [39] maintain end-to-end

credits that are used to adjust sender flow rates. They can ef-

fectively manage incast scenarios by precisely regulating the

transmission rates of the different senders. We have shown,

however, that they can struggle when dealing with fabric

congestion unless they are complemented with a sender-

based mechanism. FASTFLOW can instead deal with fabric

congestion and incast but without requiring pull queues.

On the other hand, sender-based CC algorithms can deal

better with fabric congestion, but might not be as respon-

sive when confronted with sudden workload shift (e.g. incast

or dynamic job arrivals or departures). Some of those algo-

rithms like DCTCP [4], Hull [5], and D
2
TCP [53] rely on

ECN marking. For example, DCQCN [60] combines ECN

and Priority-based Flow Control (PFC) to avoid packet losses

and react to congestion quickly. However, PFC is hard to

tune and can cause PFC storms [29, 38]. Differently from
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DCQCN, FASTFLOW is designed for lossy networks and re-

lies on packet trimming to avoid switches dropping packets,

thus avoiding all the issues related to the use of PFC. Other

sender-based algorithms Swift [33] and TIMELY [37] detect

congestion using delay but, as we show in this paper, they

cannot react as fast as ECN-based algorithms.

Last, some works recently demonstrated that having an

unfair congestion control can improve performance of jobs

running ML training workloads [44]. These works are or-

thogonal to FASTFLOW, since they target fairness between

different jobs, whereas FASTFLOW improves fairness be-

tween flows belonging to the same job.

7 CONCLUSION
This paper proposes FASTFLOW, a sender- and window-

based CC algorithm using ECN and delay as congestion sig-

nals and packet trimming to detect packet losses. When trim-

ming is not supported FASTFLOW falls back to a timeout-

based mechanism, which we show adds at most two base

RTT of delay. We evaluate FASTFLOW on several workloads,

showing that it constantly either outperforms or matches

the performance of EQDS, Swift, BBR, and MPRDMA by up

to 50%. Eventually, we show how FASTFLOW could comple-

ment receiver-based CC algorithms such as EQDS.
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