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Abstract—Spatial dataflow architectures, characterized by
large arrays of processing elements communicating over a spa-
tially localized on-chip network, offer unprecedented parallelism
but introduce unique challenges for algorithm design. Unlike
traditional shared-memory parallel systems, these architectures
rely on local interconnects, where the distance between elements
directly impacts communication efficiency. This necessitates new
algorithmic approaches that balance parallelism and spatial
locality. Fundamental operations like Parallel Scans, Rank Se-
lection, and Sorting, which form the backbone of many algo-
rithms—including those in graph neural networks and scientific
computing—must be carefully adapted to minimize communi-
cation overhead. To address these challenges, we adopt the
Spatial Computer Model, which quantifies communication costs
through two key metrics: energy, representing the total distance
traveled by messages (a proxy for network load), and depth,
indicating the largest chain of dependent messages (critical for
parallelism). In this work, we present the first energy-optimal
algorithms for parallel scans, rank selection, and sorting within
this model, achieving poly-logarithmic depth while maintaining
tight upper and lower bounds on energy and distance. We
demonstrate the applicability of these algorithms to the critical
problem of sparse matrix-vector multiplication, which is central
to scientific workloads and machine learning models. Our results
lay the groundwork for designing energy-efficient and scalable
algorithms on spatial dataflow architectures, highlighting the
potential for further exploration of sparse algorithms and neural
networks optimized for these systems.

Index Terms—Sorting and searching, Routing and layout,
Computations on matrices

I. INTRODUCTION

Spatial dataflow architectures have emerged as power-
ful platforms for both data science and traditional high-
performance computing (HPC) workloads due to their high
throughput and parallelism [1], [2], [3l], (4], [S], (6], (7], [8l,
[9]. These architectures, exemplified by cutting-edge systems
like the Cerebras Wafer-Scale Engine [10], feature up to
hundreds of thousands of parallel processing elements on a
single chip. Each processing element is equipped with its
own fast, local memory. Rather than using global memory,
processing elements communicate through an on-chip mesh
network, with communication costs varying based on the
distance. While these innovations eliminate the shared memory
bottleneck and enable high memory bandwidth, they also
introduce unique challenges for algorithm design, especially
in managing communication across the chip.

High throughput is only achievable on a spatial dataflow
architecture when an algorithm exploits the problem’s spatial

locality, meaning communication primarily occurs between
nearby processing elements on the chip. However, this lo-
cality should not come at the cost of reducing parallelism,
which would reduce the scalability of the algorithms. Hence,
traditional algorithms must be adapted to balance spatial lo-
cality and parallelism to operate efficiently on spatial dataflow
architectures [L1]], [12]. The cost of communication between
processing elements, which increases with physical distance,
must be carefully managed to avoid performance bottlenecks.
This requires developing and adapting key algorithmic prim-
itives that minimize communication distance and leverage
parallelism, making them suitable for the unique properties
of spatial dataflow architectures.

Many complex algorithms rely on a small set of funda-
mental primitives, such as parallel scans (prefix sums), rank
selection, and sorting. These operations form the backbone
of numerous algorithms in both data science and machine
learning. Specifically, they are key to efficient sparse matrix-
vector multiplication (SpMV), a fundamental operation in
scientific workloads [13], [14] and graph algorithms [15].
Moreover, they are integral to the construction of advanced
neural networks, including graph neural networks (GNNs)
with sort pooling layers [16], which rely on sorting as a
critical operation for feature extraction and learning. Given
the broad applicability of these primitives, it is essential to
understand how to optimize their execution on spatial dataflow
architectures. Traditional algorithms either ignore spatial lo-
cality because they assume all processors are symmetric with
respect to each other [17], [L8], [19] or provide insufficient
parallelism [20], [21]], [22], [23], showcasing a gap in the
understanding of highly parallel, but spatially local computa-
tion primitives. Efficient algorithm designs for these operations
will not only enhance individual algorithm performance but
also increase the range of workloads these architectures can
support, paving the way for more advanced algorithms and
neural network models.

A. Methodology

We use the Spatial Computer Model [24]], [L1], a ma-
chine abstraction that enables algorithm designers to focus
on optimizing for spatial locality and parallelism, rather than
specific hardware details. It considers an unbounded number of
processors with constant-sized memory organized in a Carte-
sian 2-dimensional grid. While the grid allows unrestricted



communication between processors, it imposes costs based on
the distance between them. Specifically, sending a message
from processor p; ; in the grid to processor p;, in the grid
has distance |« —¢| + |y — j|. The largest total distance of any
chain of dependent messages is the distance of an algorithm,
which measures the latency incurred by sending the messages
along wires.

The energy of a computation is the sum of the distance
cost of the sent messages, and it measures the total load on
the communication network. The longest chain of messages
that consecutively depend on each other is the depth of the
computation. A low depth indicates that the algorithm has
many independent operations, allowing for a high degree of
parallelism. In algorithm design, optimizing for depth and
energy often involves trade-offs [[11]. While minimizing depth
allows for faster execution due to high parallelism, managing
energy ensures efficient resource usage.

B. Limitations of State-of-the-Art Approaches

The problems of parallel scans, rank selection, and sorting
have been widely studied across various architectures and
models of computation [25]], [26], [27]. Notably, sorting net-
works [28], [29], [30], [31] have been explored as a general-
purpose approach for parallel sorting, offering a highly parallel
solution that can work across different systems. In addition,
significant work has focused on designing efficient parallel
algorithms for shared-memory architectures [32], [33], [34],
leveraging the availability of fast, concurrent access to a
unified memory space. Other efforts have concentrated on
distributed algorithms [35]], [36], where processors communi-
cate over message-passing protocols, and mesh-connected net-
works [20], [37], where communication happens between pro-
cessors organized in a grid-like structure. Despite this wealth
of research, none of these prior models or approaches directly
address the unique challenges of spatial dataflow architectures.
Specifically, unlike spatial dataflow architectures, these models
do not need to balance spatial locality—quantified in our
model as energy and distance—with parallelism, measured
by depth. In spatial architectures, both factors are critical for
achieving peak performance.

Previous work targeting the Spatial Computer Model has
largely focused on basic collective communication primi-
tives [11] such as reductions, broadcasts, and efficient tree
layouts, along with operations performed on these trees [24].
While these primitives are foundational, they are not suf-
ficient for handling more complex algorithms that operate
on graphs, sparse matrices, or other irregular data structures.
These problems introduce a higher level of complexity due
to their irrecular access patterns, and existing solutions in the
spatial model do not extend to these domains. Consequently,
the question of which complex algorithms can be made both
energy-efficient and low depth within this model has remained
open until now.

TABLE I: Summary of our Spatial Computer Model
bounds. We provide tight energy upper and lower bounds
for the computational primitives of scan, selection, and
sorting, from which we derive results for sparse matrix-
vector multiplication (SpMV).

Problem Energy Depth Distance
Parallel Scan O(n) O(logn) O(y/n)
Sorting S} (n%> O(log®n) O(y/n)
Rank Selection* O(n) O(log? n) O(yv/n)
SpMV e (n%) O(log®n)  ©(vn)

(*) randomized algorithm; bounds hold with high probability
n input size, grid size \/n X \/n

C. Key Insights and Contributions

In this paper, we present the first energy- and distance-
optimal algorithms with poly-logarithmic depth for three fun-
damental operations: parallel scans, rank selection, and sorting.
These results establish new upper and lower bounds on the
computational complexity of these operations in the Spatial
Computer Model. An overview of the specific energy, depth,
and distance bounds we achieve for each algorithm can be
found in Table [ We provide a lower bound on the energy
of the permutation operation, which states that there are
permutations that take Q(n%) energy. Because sorting can be
used to implement any permutation, this result implies that our
sorting algorithm is energy-optimal.

Sorting allows us to simulate any Parallel Random Access
Machine (PRAM) algorithm on the Spatial Computer Model
(see Section [VII). While this simulation typically incurs addi-
tional energy, distance, and depth costs, it provides a conve-
nient framework for transferring well-established algorithms
into the spatial context without the need for detailed re-
implementation. Although PRAM simulations generally do not
yield optimal algorithms in spatial dataflow architectures due
to the overhead of sorting the simulated shared memory, they
are particularly useful for subroutines that do not dominate
overall runtime and provide upper bounds quickly.

Our algorithmic tools serve as building blocks for a broader
class of algorithms. To illustrate their utility, we demonstrate
how these primitives can be combined to form more complex
algorithms for the case study of sparse matrix multiplication,
which is central to many applications in scientific computing
and machine learning. We demonstrate how to apply our
PRAM simulation results, and how a careful use of our
algorithmic primitives can improve on the simulation result.
The modularity of these building blocks makes them valuable
for tackling a wide range of computational problems on spatial
dataflow architectures.



D. Limitations of the Proposed Approach

Our approach assumes that each processing element has
O(1) memory, a reasonable assumption for large systems
where the total memory far exceeds that of individual ele-
ments. A promising direction for future research is to general-
ize our algorithms for cases where local memory constitutes a
significant fraction of total memory, which would be beneficial
for systems with fewer processing elements. In this work,
we emphasize parallel scalability and tailor our algorithms
to systems like the Cerebras WSE-2 [10], which features
hundreds of thousands of processing elements.

II. RELATED WORK

A. Spatial Algorithms

Tree Algorithms. Previous work has investigated both
theoretical and experimental aspects of the Spatial Computer
Model. Baumann et al. [38]] introduce low-depth, linear-energy
algorithms on trees, including treefix sums (a generalization
of parallel scans) and lowest common ancestor computations.
Their algorithms use a spatially optimized tree layout, enabling
neighboring nodes to exchange information with constant
energy cost on average. While their treefix sum algorithm
supports parallel scans, it requires O(nlogn) energy, which
is not energy-optimal. Our results reduce the energy cost by
a factor of ©(logn) for the case where the tree is a path.

Communication Collectives. Luczynski et al. [11] present
several algorithms for broadcast, reduce, and all-reduce com-
munication collectives, comparing theoretical bounds from
the Spatial Computer Model with experimental results on
the Cerebras WSE-2, a wafer-scale chip with approximately
850,000 processing elements [10]. Their findings reveal a
trade-off between low-depth and low-energy algorithms, with
low-depth algorithms showing superior performance given
a larger number of processing elements. Moreover, they
demonstrate that a key advantage of low-depth algorithms
is reducing data movement between compute elements and
network routers on the chip, which adds significant overhead
in practice. Moreover, we introduce a parallel scan as a new
spatial communication collective and present a logarithmic
depth broadcast and reduce with optimal O(n) energy without
the need for multicasting—a log n improvement.

B. Sorting, Scan, and Selection in Other Models

Sorting Networks. Some of the earliest sorting algorithms
were sorting networks [28]], [29], [30l], [31], [39]. Their fixed
communication patterns make them suitable for hardware im-
plementation. For dataflow architectures, these data-oblivious
algorithms are advantageous, as their routing patterns depend
only on input size. In this paper, we demonstrate how sorting
networks can be mapped onto a spatial dataflow architecture,
achieving low-depth execution and spatial locality. However,
this approach is energy-inefficient because sorting networks
typically operate on a one-dimensional array, failing to lever-
age the two-dimensional nature of spatial architectures.

Fixed-Connection Network Model. Fixed-connection net-
work models [40], [41] study computation on specific commu-
nication topologies, including tori, hypercubes, and meshes.
Mesh-connected computers [20], [21], [22], [23] are particu-
larly relevant for our work because they optimize for spatial
locality. Any algorithm on a mesh network can be adapted to
the Spatial Computer Model, where an algorithm requiring K
rounds on a /1 X y/n mesh network incurs O(Kn) energy
with depth K and distance O(K ). However, many problems
such as sorting cannot be solved in sub-polynomial rounds on
a mesh-network. In particular, the optimal sorting algorithm
takes O(y/n) rounds [42], resulitng in ©(y/n) depth. We
improve on this significantly, reducing the depth to poly-
logarithmic while maintaining optimal energy and distance.

Work-Depth/PRAM. The work-depth model models com-
putation as a directed acyclic graph and counts the total
number of operations (work) and the length of the critical path
(depth). This model is closely related to the PRAM model [17]],
which assumes a single shared memory with uniform cost
random access. An algorithm with work W and depth D takes
O(W/p+ D) time on p PRAM processors [43]. Optimal par-
allel sorting takes O(log® n) time with O(n/ log n) processors
on an exclusive-write exclusive-read machine [44]]. Executing
such an algorithm would lead to sub-optimal energy and
distance (see Section . Similarly, while selection and scan-
ning takes O(logn) time using O(n/logn) processors [43],
(17, simulating these algorithms would require (n?) energy
— a polynomial factor worse than our results. In summary,
PRAM algorithms, designed for random access memory with
no consideration for spatial locality, are highly inefficient for
spatial dataflow architectures, resulting in significantly higher
energy consumption and distance costs.

BSP. The bulk-synchronous parallel model [19] (BSP), op-
erates in synchronous rounds, or supersteps, where processors
can exchange arbitrarily large messages. The model aims to
minimize the number of rounds, communication volume, and
computation time. Comunication costs are uniform between
processors. BSP is well-suited for coarse-grained parallelism,
where the number of processors is much smaller than the input
size, and each processor has a large local memory—common
in large clusters. While efficient sorting, selection, and scan
algorithms have been developed for this model [35]], [36l], [46],
they are ill-suited to our setting. In spatial dataflow archi-
tectures, execution is asynchronous, memory per processing
element is limited, and communication costs depend heavily
on the spatial proximity of processors. As a result, BSP-based
algorithms fail to effectively utilize these architectures.

III. PRELIMINARIES

We introduce some preliminaries that we use throughout.

Spatial Computer Notation. Initially, an input of size n
is distributed in some predefined format on an h X w sized
processor subgrid with n = h-w. We refer to the processor at
coordinate (4, j) as processor p; ;. For simplicity, we assume
w.l.o.g. that n is a power of 4.



Z-Order Curve. As observed in previous work [24],
storing arrays according to a space-filling curve’s traversal
of the grid enables improving the spatial locality of certain
parallel algorithms. The Z-Order curve (sometimes called
Morton space filling curve [47], [48]) is one such traversal of a
grid. We can define it recursively: Traverse the four quadrants
of the grid in order, visiting the top two quadrants first, left
to right, then the bottom two quadrants, left to right.

Observation 1. Sending a message along each edge of a Z-
Order curve of a \/n x \/n subgrid takes O(n) energy [I1]].

High Probability. A bound f(n) € O(g(n)) holds with
high probability (w.h.p.), if for any constant d, there exist
constants ng > 0 and ¢ > 0 such that for all n > ng,
f(n) < cg(n) with probability at least 1 — n =%

IV. COMMUNICATION COLLECTIVES

We introduce our improved broadcast and reduce collectives
and then introduce our novel scan algorithm design.

A. Broadcast Without Multicasting

Consider the problem of broadcasting a value from the
processor pg o to all other processors in an h X w sub-grid
that contains pgo. Let us first consider the square w x w
case (2D broadcast). We can solve the problem efficiently by
subdividing the grid into quadrants and proceeding recursively
on them: Send the value to the three processors in the top-left
corners of the other quadrants, then proceed recursively on
each quadrant. Next consider the h x 1 case (1D broadcast).
We build a binary broadcast tree, as follows. The root has
a child node directly next to it and a child node at an offset
(h—1)/2. Then, recursively build a binary tree for each child’s
subtree (each contains (h — 1)/2 elements).

Now, consider the general case, where we want to broadcast
on an h X w grid, where h > w. First, do a 1D broadcast on
the first column. Then, subdivide the grid into square w X w
subgrids and run a 2D broadcast on each of them.

Lemma IV.1. Broadcast on an h x w subgrid takes O(hw +
hlogh) energy, O(logn) depth, and O(w + h) distance.

Proof: The 1D broadcast takes O(hlogh) energy [L1].
The following [27 2D broadcasts take O(w?) energy each:
Let E(w) be the energy required for the 2D broadcast on a
w X w subgrid. Then, we have that:

E(w) < {

which solves to O(w?). The depth is clearly O(logw +
log h) = O(logn). Finally, the distances of both the 1D and
2D broadcast form geometric series and solve to O(w + h).

1

0ifw<1
3w 4+ 3+4E(w/2) otherwise,

B. Low-Depth Reduce

Given an associative and commutative operator o and n
inputs Ag, ..., A,_1 stored in arbitrary order on an h X w
subgrid containing the processor pg.o, a reduce computes Ag o

Ajo...0A,_; and leaves the result in the root processor po g.
To compute a reduce, we can use the reverse commmunication
pattern as the broadcast. Hence, the result follows:

Corollary IV.2. Reduce on an h x w subgrid takes O(hw +
hlogh) energy, O(logn) depth, and O(w + h) distance.

On a square subgrid, previous O(logn)-depth Reduce took
Q(nlogn) energy [L1I, so this constitutes a ©(logn) factor
energy improvement in the logarithmic-depth regime.

C. Parallel Scan

The parallel scan is a fundamental communication primi-
tive [49]], [34]. In this section, we introduce an energy-optimal
scan algorithm with logarithmic depth, which will be applied
in Section for sparse matrix-vector multiplication.

Consider an array Ag,...,A,_1 stored on a w X w grid.
Our goal is to compute the prefix sums

n—1
Ao, Ao+ A1, Ao+ A1+ As,..., ) A
i=0

where the i-th result Z}:O A; is stored in the same location
as the ¢-th input. While this operation can be generalized for
any associative operator, we will focus on addition for clarity.

A naive 1D parallel prefix sum, implemented via a binary
tree over the array in row-major order, would incur Q(n log n)
energy, similar to the energy cost of a binary tree broad-
cast [11]. A sequential prefix sum, while requiring only O(n)
energy, would suffer from (n) depth. In contrast, our 2D scan
algorithm reduces the energy cost to ©(n) while achieving
O(logn) depth by using a 4-ary summation tree structured
in Z-Order. This method fully takes advantage of the 2D
grid layout, featuring small communication distances while
achieving high parallelism.

Energy-Optimal Scan. Our scan algorithm consists of two
phases: an up-sweep followed by a down-sweep. During the
up-sweep phase, partial sums are computed across quadrants,
progressively aggregating results from smaller subgrids. The
down-sweep phase then uses these partial sums to compute the
final prefix sums. This process forms a 4-ary summation tree
over the grid, where the root corresponds to the entire subgrid
and its children represent the four quadrants, recursively.
By keeping communication primarily within quadrants, this
structure ensures efficient energy usage. The prefix sums are
computed in Z-Order, which optimizes the spatial locality
of the computation (see Section for details). A visual
representation of the grid mapping is provided in Figure [Ta]

a) Up-sweep: For each node in the quadrant tree, we
want to compute the sum of its leaf elements. If the current
subgrid contains a single processor, its element equals the
value at a leaf. Otherwise, proceed recursively.

o Recurse over all quadrants to obtain the sum of the
element of the children.

o Sum those values, store the result in the i-th processor of
the current subgrid in Z-order, where i is the distance to
a leaf in the 4-ary summation tree.



(a) The up-sweep computes
partial sums along a 4-ary tree.
The root of a height 7 subtree
is in the ¢-th node in Z-Order
of the subtree’s quadrant.

(b) The down-sweep computes
prefix sums over the values
from the up-sweep. It sends
these prefix sums to the quad-
rants recursively.

Fig. 1: The energy-optimal scan operates recursively in Z-
order. It first runs an up-sweep, followed by a down-sweep.

b) Down-sweep: Now, we use the values from the up-
sweep to compute the prefix sum. The algorithm again recur-
sively considers the subgrid’s quadrants. At each step, a value
x gets passed down from above. For the first invocation, x = 0.
This values x is added to all values in the current quadrant to
account for values that occur outside the current subgrid.

If the current subgrid has size 1, add x to the value
of A in the subgrid’s only processor. Otherwise, proceed
recursively. Consider the four quadrants in the current sub-
grid, Sp, S1,S52,53 in Z-order and their respective values
S0, 51, 82, 83 that were computed during the up-sweep. The
value that gets passed down to quadrant S; is = + Z;}) s5.
These values are passed down to the top left processor of each
subgrid. Figure |1b| illustrates one step of the down-sweep.

Lemma IV.3. A scan on an array of n elements in Z-order
takes O(n) energy, O(logn) depth, and O(\/n) distance.

Proof: The energy equals that of a Z-order curve up to
constant factors. In the up-sweep, each processor stores at
most 2 values of the summation tree. Because of the recursive
construction, the distance forms a geometric series. |

Segmented Scan. To operate efficiently on multiple con-
secutively stored arrays, we consider segmented scans. The
input array is partitioned into consecutive segments. The result
of a segmented scan is the same as executing a scan on
each segment. For any associative operator, we can define
a segmented associative operator that has the logic of the
segments built-in [17]. Hence, we can use the same algorithm
for a segmented scan.

V. SORTING

We present a low-depth, energy-optimal sorting algorithm
based on mergesort, tailored for spatial dataflow architectures.
The primary challenge in this approach is designing a spatially
local, yet low-depth, merge subroutine to minimize commu-
nication distances while maintaining logarithmic depth. Our
energy-optimal mergesort improves significantly on the energy
cost of bitonic sorting networks, reducing the overall energy
consumption by a factor of O(logn).
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(a) 1D Bitonic Merge (b) 2D Bitonic Merge

Fig. 2: Bitonic Merge network in 1D and 2D layout. In 2D,
the recursion first splits into fewer columns (4x4 - 2x4 - 1x4),
then fewer rows (1x2). Because the recursion does not reduce
both rows and columns simultaneously, 2D Bitonic Mergesort
is suboptimal in terms of energy.

A. Lower Bound

It is easy to prove a non-linear lower bound on the energy
to permute (and hence sort) the input.

Lemma V.1. Permuting h x w elements on an h x w subgrid
takes Q(max(w, h)? - min(w, h)) energy.

Proof: Assume w.l.o.g. that h > w. Otherwise, the
situation is transposed. Consider the permutation that reverses
the order in which elements appear in a row-wise layout. The
elements in the first 2/3 rows need to be sent to one of the
last h/3 rows, which takes at least h/3 energy per element
(of which there are hw/3). OJ

The lowest permutation cost is obtained when w = h. Since
permutation reduces to sorting, the lower bound follows:

Corollary V.2. Sorting n elements takes Q(n%) energy.

By the permutation lower bound, the matching upper bound
can only be obtained when the input is contained in a h X w
subgrid where w = O(h). Hence, we will focus on the case
where w = h. We begin by analysing the energy of a sorting
network in our model, which we show to be sub-optimal. Then,
we present an energy-optimal 2D Mergesort algorithm, which
has O(log® n) depth and O(n®/2) energy on a \/n x /n grid.

B. Sorting Networks

Sorting networks are data-oblivious (and stable) sorting
algorithms of oftentimes low depth [30], [28], [29], [31] .
For each time step, they define a set of pairs of indices to
compare (and swap if necessary). Each index into the array is
thought of as a “wire”. In each step, a wire can be compared
with at most one other wire. A natural idea is to map a sorting
network to our processor grid: each wire in the sorting network
is assigned to a processor. For example, we can assign wires
to processors in row-major order. Interestingly, this approach
does not easily lead to energy-optimal sorting algorithms. We
present the results for Bitonic Sort [30].

The Bitonic Sort is a simple network with O(log? n) depth
and O(nlog®n) comparisons. As it is defined recursively on



halves of its input, it exhibits some degree of spatial locality.
A Bitonic Sort makes use of a Bitonic Merge network, which
can be defined recursively: For an input of size n, compare
and swap each wire 7 with index less than n/2 with wire i +
n/2. Then, recursively merge both halves. See Figure [2| for an
illustration of a 4 x 4 Bitonic Merge with wires mapped to the
compute grid in row-major order. A Bitonic Sort recursively
invokes itself on both halves of its input, then invokes a Bitonic
Merge on the input. We begin with the analysis of the recursive
Bitonic Merge.

Lemma V.3. On an h x w subgrid, Bitonic Merge takes
O(h*w+w?h) energy, ©(logn) depth, and ©(w+h) distance.

Proof: We split the energy cost into two parts: (1) when
there is more than one row left; (2) when there is a single
row left. When there are h > 1 rows left, the network sends
O(w-h) messages across a distance of h/2. Hence, the energy
E1(h) for this part is E1(h) = ©(h?w) + 2E1(h/2), which
solves to ©(h?w). When there is a single row left of length
w, the network sends ©(w) messages across a distance of
O(w). Hence, the energy FEs(w) for this part is Ea(w) =
O(w?)+2FE5(w/2), which is in ©(w?). The algorithm reaches
the situation h times, so the total cost of this part is O(hw?).
The distance is a geometric series. |

Next, we describe and analyze the cost of the bitonic sorting
network. Because the Bitonic Sort has a 1D recursive pattern
that first reduces the number of rows, and only then the number
of columns, it has to pay the energy of the Bitonic Merge a
logarithmic number of times in one dimension, leading to the
following bound:

Lemma V.4. On an hxw subgrid, Bitonic Sort takes 9(h2w+
w?hlogh) energy, O(log®n) depth, and ©(h + wlogh)
distance.

Proof: We again divide the energy cost into the part where
there is more than one row and the part when there is a single
row left. The energy F;(h) when there are h > 1 rows left is

Ey(h) < O(h*w + w?h) +2E(h/2) if h > 1.

)
We see that Ey(h) = O(h?w + w?hlogh)
single row left of length w, the energy Fs(

. When there is a
w) for this part is

Ey(w) < O(w?) +2E(w/2) ,

which solves to O(w?). This cost occurs h times.
For the distance, observe that as long as there are is more than
one row, the cost is O(w+h). Because w stays the same while
there is more than one row, the distance is O(wlogh+h). O
Discussion. In conclusion, Bitonic Sort takes O(n? logn)
energy to sort n numbers, a logarithmic factor away from
optimal. Note that the sub-optimality is not because of the
suboptimal number of comparisons performed by the bitonic
sorting network, but instead because the network eventually
turns into a 1D algorithm (when the recursion becomes smaller
than a single row). Moreover, Bitonic Sort is also not distance
optimal, as it has O(y/nlogn) distance. We now present an
energy and distance optimal algorithm.

C. Energy-Optimal Sorting

We design a spatial energy-optimal variant of Merge-
sort [S0], [S1], [S2]. On a high level, the 2D Mergesort
works similarly to traditional Mergesort. However, instead of
recursing on two halves of the array, we recurse on the four
sub-quadrants:

o Recursively sort the four quadrants of the subgrid.

¢ Merge the two top quadrants

e Merge the two bottom quadrants

o Merge the results of the two previous merges
The challenge lies in an energy-efficient implementation of the
Merge subroutine, that we present in the rest of this subsection.
Our merging subrouting relies on a naive sorting routine (All-
Pairs Sort), which we discuss next.

a) All-Pairs Sort: A simple idea for a low-depth sorting
algorithm is to compare every element with every other
element. This can be done by using our efficient broadcast and
reduce patterns. The implementation “explodes” the computa-
tion onto a larger subgrid. This leads to low depth. However,
because the computation grid has a larger diameter, the energy
cost increases to more than quadratic.

1) Subdivide an n x n subgrid into n subgrids I'; of size
v/n X y/n each. Scatter the elements of A such that A;
is sent to the first processor in subgrid IT';, for each .

2) Within each subgrid I';, broadcast the element A;.

3) Copy the array A to each grid I'; by using the same
communication pattern as for the 2D broadcast (by
treating the array A and the subgrids I'; as units).

4) Now, each processor compares its two elements.

5) Each subgrid T'; performs a reduction to compute the
rank of element A; in the sorted sequence. Gather these
ranks.

Lemma V.5. All-Pairs Sort of n elements takes O(n°/?)
energy, O(logn) depth, and O(n) distance.

Proof: Scattering the n elements over a distance of at
most O(n) takes O(n?) energy. Let FE(k) be the energy of
the broadcast when k - k subgrids remain. Then, we have the
recurrence

E(k) < {

which is in O(n3/2k?). As initially, & = \/n, we get that
the energy is O(n®/?). Computing the reductions takes O(n?)
energy and gathering these ranks takes O(n?) energy. The
depth is bottlenecked by the broadcasts. Finally, the distance
is bottlenecked by scattering the elements in the n x n subgrid.
0

b) Merging Two Sorted Arrays: The challenging part

of our merging algorithm is an energy-efficient and low-
depth merging subroutine. We cannot use classical approaches
because they do not lead to balanced recursive cases (which
is needed to organize them into square subgrids). Moreover,
using a binary search as a subroutine leads to a sub-optimal
distance. Consider two arrays A and B containing n4 and npg

O(n) if k<1 ;
n3/2k + 4E(k/2) otherwise,



Fig. 3: (a-c) The 2D merge recursively splits the two sorted
arrays (colored in black and grey) by the encircled rank n/4,
n/2 and %n elements into quadrants. (d) Finally, it permutes
the array from Z-Order into row-major order.

sorted numbers in row-major order. The goal is to construct
an array C' that contains the n = n4 + np elements of A and
B in sorted row-major order.

At any point in the recursion, the algorithm operates on
a square subgrid I'. The larger of the two current subarrays
A and B is stored in a square subgrid IV C T', while the
other array is stored in row-major order filling up the rest of
the subgrid I', in a “mirrored L shape. See Figure |3| for an
example. The idea of the algorithm is as follows.

1) Let A||B be the concatenation of A and B. Split A and
B by the rank n/4, rank n/2 and rank 3n/4 elements
of A||B into 4 subarrays each.

2) Reorganize the resulting subarrays into the four quad-
rants, such that the first quadrant contains the n/4
smallest elements of A||B, and so on.

3) Recursively merge each quadrant.

4) After finishing the recursion, the array is sorted in Z-
Order. Hence, permute the array to row-major order.

¢) Rank Selection in Two Sorted Arrays: To implement
the merge, we need to find the rank k element of A||B (in
particular for k = n/4,n/2,3n/4), known as a multiselection
problem [53]]. The idea is to quickly rank a small subset of
the elements using All-Pairs Sort and determine much smaller
subarrays of A and B that contain the rank-k element.

1) Gather every [\/n|-th element of A and B into a
sample S. Specifically, select from A the elements at
indices i|+/n] for i in the range 0, ..., [na/|v/n]| and
similarly for B.

2) Sort the sample S with an All-Pairs Sort.

3) Letl= M]%lﬂ'

4) Find S, the [-th ranked element in S. Using binary
search, locate its predecessors A, in array A and B, in
array B. If no predecessor exists, use the first element
of the respective array.

5) Narrow the search to the

Aa, [SPEN Amin(nA,a+2|_\/ﬁj) and Bb [ Bmin(nB,b+2|_\/ﬁJ)'

two  subarrays

6) Within these narrowed subarrays, locate the rank-(k —
a —b) element using All-Pairs Sort.

Lemma V.6. Given two sorted arrays A and B, we can
determine the rank k element in O((na + np)®/*) energy,
O(logn) depth, and O(+/n) distance.

Proof: Energy, depth, and distance are bottlenecked by the
All-Pairs Sort of the sample S. Because S has O(v/n4 + np)
elements, the result follows by Lemma

Next, we prove the correctness of the algorithm. Case I:
[ = 0. Then k is at most |y/n]. Hence, it must be contained
within the first v/n elements of one of the two subarrays. Case
2: 1 > 0. Because we sample every |/n] element, the rank
of S; in A||B is at most [|/n] < k — 1. Hence, by removing
elements smaller than s; we do not exclude the rank & element.
Moreover, the rank of s; in A||B is at least k — 1 — 2|y/n].
Since we always consider the next 2| /n|+1 ranked elements,
correctness follows.
0
We now bound the cost of the merging subroutine.

Lemma V.7. Merging two arrays A and B with na and npg
elements located on adjacent square subgrids takes O((n 4 +
ng)3/?) energy, O(log*(na + np)) depth, and O(\/n) dis-

tance.

Proof: Let E(na,np) be the energy of merging arrays A
and B with n4 and np elements in total. Then, the energy in
each step of the recursion is O((n.4+np)®/*) for determining
the splitting elements and O((n.4+nz)>/?) for performing the
necessary permutations. Each of the recursive calls operates on
four pairs of subarrays. We get the energy recurrence

(np)?
(na)? if ng =0

O((na +np)*?) + Z?:l E(n%y,nt) else,

if nag = 0
E(nA,TLB) S

where n'y +n’y = (na+ngp)/4. Since the number of elements
remains constant when summed over all nodes in the same
level of the recursion, and the ‘diameter’ term /ns + ng
decreases geometrically in each level of the recursion (for
all recursive calls), the recurrence solves to E(na,ng) <
O((na +np)*?). O

Note that for the case where n4 = npg, the energy to merge
the subarrays is O(n?), the permutation bound.

Finally, we can bound the costs of 2D Mergesort:

Theorem V.8. 2D Mergesort takes O(n>/?) energy, O(log® n)
depth, and O(\/n) distance on a square subgrid.

Proof: By Lemma , the energy E(n) is

E(n) < 0 ifn<1;
] On?)+4E(n/4)

else,

which solves to O(n?). O

Discussion. We introduced an energy-optimal 2D mergesort
algorithm tailored for spatial dataflow architectures. To handle
smaller portions of data, we employed an auxiliary sorting



algorithm with O(logn) depth, albeit with a higher energy
cost of O(n?). Notably, the permutation lower bound is a
factor y/n higher than the linear energy bounds for commu-
nication collectives such as scan and reduce, as well as tree
operations [38]]. This reveals a polynomial separation between
energy consumption in the Spatial Computer Model and the
processor-time product in PRAM machines [17].

VI. RANK SELECTION

Selecting an element of a certain rank plays a crucial role in
nonparametric statistics [54]. We show that we can determine
the median of n elements, and more generally the rank-k
element with linear energy and poly-logarithmic depth. This
demonstrates a polynomial factor energy separation between
selection and sorting in the spatial model. We can assume
without loss of generality that & < [n/2], as we can reverse
the order of the elements and select the rank n — k element.

The idea is similar to the deterministic ranking we used for
merging sorted subarrays. However, since we do not start with
a partially sorted array, we have to sample randomly. We create
a sample that is as large as possible, rank this sample, and use
the ranking of the sample to eliminate a polynomial fraction of
the input elements. Because it takes O(y/n) energy to gather
an element in a subgrid, the largest sample we can gather in
O(n) energy contains O(y/n) elements. The sampling idea is
similar to an idea by Reishuk [32].

Initially, all elements are marked as active. Elements are
gradually marked inactive until we find the rank-k element.
Let N be the current number of active elements. Choose a
constant ¢ with ¢ > 3. Repeat the following until N < ¢y/n:

1) Create a sample S by including every active element
independently with probability ¢N /2.

2) Gather those elements in a square subgrid, using a scan
to assign each sampled element an index within the
subgrid and a broadcast to communicate the size of the
sample.

3) Choose two pivots. The first pivot is the element s, at
rank 7 = min(|S|,ckN~Y2 + SNY4V/Inn) . If k >
%N 3/4 \/m the second pivot is the element s; at rank
| = ckN-Y2 — §N1/4\/m . Otherwise, the second
pivot is the dummy element s; = —oo. Sort the sample
S using Bitonic Sort to determine s; and s,..

4) Broadcast s; and s, in the original subgrid.

5) Count the number of active elements N.; smaller than
s; and the number of active elements N-, larger than
s, with an all-reduce. If N.; > k or Ns,. > N — k,
sort the input using 2D Mergesort and return the rank &
element. Otherwise, set kK = k — N; and continue.

6) For each active element a, inactivate it if a < s; or
a > Sp.

7) Count the number of remaining active elements N with
an all-reduce. If k > [N/2], set k = N — k and reverse
the order of the elements (logically, that is, by henceforth
flipping the result of the comparator).

Once the iteration terminates, gather the elements in a square
subgrid, sort them and return the rank k& element.

Our goal is to show that O(1) iterations suffice. The idea
behind the energy efficiency proof is that the number of input
elements of rank at most % is highly concentrated around their
expectation. Hence, the probability that the true rank &k element
is between the pivot elements s; and s, is high.

Lemma VIL.1. The probability that Ny > k or N~, > N —k
is at most 2n~¢/".

Proof: Let K be the random variable denoting the number

of rank at most k elements of the input that are sampled.
1/4 .

Let 6 = %. We first consider the case where k >
iN 3/4/Inn and there are two non-trivial pivots. Observe that
N<; > k occurs when K > [ and N~, > N — k occurs when
K < r. Note that E[K] = ckN~'/2. Hence, it remains to
bound the probability that K deviates from its expectation by
more than §N*/4y/Inn. Note that 0 < § < 1. By a Chernoff
bound [53]], we get

Pl|K —E[K]| > gwm = P[|K — E[K]| > 6 E[K]]

< 26—62 E[k]/3

2N/ 21nn
12E[K]

<2
< op~°/6 |

For the case where k < %NSM\/ Inn, we have that N; =
0. Thus, we only need to bound P[K > (1 + ¢)E[k]]. Note
that § > 1. We can conclude by another Chernoff bound [55]:

PIK > (1+0)E[k] < SBH/3 o o—2NY*

|

Next, we bound the size of the number of active elements
after one iteration. The idea is that it is unlikely that more
than the expected number of elements are between s; and s,..

Lemma VL.2. Let N; be the number of active elements after
the t-th iteration, No = n. Given Ny = n; and /any constant
1/4
0 < e < 1, with probability at least 1 — e~ ™ Vinn/4 .
3/4
have that Niy1 < (14 €)n,’ " vInn.

Proof: We define a binomially distributed random vari-
able X to bound the probability, as follows. Consider the rank
of s; within the array after the ¢-th iteration. Now consider the
next (1 —l—e)nf/ “Vinn subsequently ranked elements (after the
t iteration) in order. If an element is sampled in the (¢ + 1)-th
iteration, it is counted as a success. Recall that this occurs with
probability cn;1/2. The event that Ny > (1 + e)nf/zlx/lnin
occurs exactly when X < cni/ *VInn. Note that E[X] =
(14 €)en, /4V/Inn. We bound the tail probability of X by a
Chernoff bound (for § =

€ .
1+e)'

PIX < eny/*VInn] = PIX < (1 - 6)E[X]]
< 6—52 E[X]/2

7(1i6)cni/4\/71nn)
—e 2
< e—%ni“vlnn .



|

Theorem VL3. Rank Selection takes O(n) energy, O(log? n)
depth, and O(\/n) distance with high probability in n. The
same bounds also hold in expectation.

Proof: Tt takes O(n) energy to send the O(y/n) sampled
elements across the O(y/n) diameter compute grid. Sorting
the sample takes O(n>/*logn) = o(n) energy. The remaining
operations take O(n) energy using our communication prim-
itives. Hence, each iteration takes O(n) energy. The depth is
bottlenecked by the Bitonic Sort, which takes O(log” n) depth.
The distance is O(y/n) in each iteration. For all N; larger
than a constant, by Lemma we have that N;;; < Nf /5
with high probability in n. Hence, the algorithm performs
a O(1) iterations. By Lemma each of those iterations
resorts to sorting the whole input with probability at most
2n~¢/6 < 2p~1/2, which implies the expectation bounds.
Adjusting the constant ¢ boost the probability of success to
1 —n~ for any constant d. O

VII. PRAM SIMULATION

Simulating PRAM algorithms in our spatial model offers
a convenient way to quickly derive upper bounds for various
problems. The spatial layout of processors allows us to map
PRAM computations to a 2D grid, where shared memory can
be emulated by a dedicated subgrid of processors, and PRAM
processors operate in another subgrid. By organizing memory
and computation in this way, we can efficiently simulate the
PRAM'’s operations in the spatial model. For problems involv-
ing concurrent reads and writes, we can employ our energy-
optimal sorting and scan algorithms to manage concurrency.

A. EREW Simulation.

Let us start with the Exclusive Read Exclusive Write
(EREW) PRAM simulation. In each synchronous time step, an
EREW PRAM processor can read O(1) word-sized memory
cells, perform O(1) computation, and write to O(1) memory
cells. No two processors can write or read the same memory
cell in the same time step. By simulating the shared memory
as a square subgrid of processors and placing the PRAM
processors into a square subgrid (next to the memory), we
obtain a simulation result for EREW PRAM:

Lemma VIL1. Consider an algorithm A on an EREW PRAM
that uses m memory cells and runs in T, time steps on p
processors. Simulating algorithm A takes O(p(/p ++/m)T})
energy, O(T}) depth, and O((\/p + +/m)T,) distance.

Proof: Organize the PRAM processors on a /p X /p
subgrid and the PRAM memory cell on a v/m x \/m subgrid
next to it. Each processor sends a message to each memory
cell to request it. Each memory cell that received a request
answers it with a message. The processors compute their result
and send the result back to the memory cell. Each of the T},
simulated PRAM step takes O(1) depth, O(,/p++/m) distance

and O(p(\/p + y/m)) energy. O

B. CRCW Simulation.

In the Concurrent Read Concurrent Write (CRCW) PRAM
model, multiple processors can simultaneously access the same
memory cell for reading or writing. When several processors
attempt to write to the same cell, one of the writes arbitrarily
succeeds. In our spatial model, we simulate this concurrency
by using energy-optimal sorting to resolve both read and
write conflicts. Sorting ensures that concurrent read values
are broadcast efficiently, and only one write is applied to each
memory cell. However, it increases the simulation depth due to
additional sorting steps required to coordinate memory access.

Lemma VIL2. Consider an algorithm A on an CRCW PRAM
that uses m memory cells and runs in T), time steps on p
processors. Simulating algorithm A takes O(p(/p ++/m)T})
energy, O(T}, log® p) depth, and O((\/p + /m)T}) distance.

Proof: Index the PRAM processors and memory cells
with one-dimensional indexes. Organize the PRAM processors
on a /p x /p subgrid indexed in Z-order and the PRAM
memory cells on a /m X /m subgrid indexed in row major
order (next to it). We show how to simulate a sub-step where
each processor reads at most one value from the simulated
global memory and writes at most one value from the simu-
lated global memory. To simulate a PRAM step, execute O(1)
such sub-steps.

Let us begin with the read step. If processor with index
¢ wants to read a value at cell k, it creates a tuple (i, k).
Then, these tuples are sorted according to the last component.
Each processor ¢ > 0 inspects its tuple (i,k’) and the tuple
(i — 1,k") of processor ¢ — 1. If k' # k" or ¢ = 0, then this
processors reads the value at cell k by sending a message there
and waiting for the value. The processors perform a segmented
broadcast on the received values (with segments determined
by the processors that read the same cell). Finally, we need to
send the results back to the processors that initiated the read.
A processor j that got tuple (i, k) from the first sorting step
and received v from the segmented broadcast creates a tuple
(i,v). Sort these tuples by first component, interpreted as a
location in the Z-order curve of the processors (convert index
1 to a 2D location on the grid). Now, each processor has read
a value from global memory.

The write step is similar. If processor with index ¢ wants
to write a value v to cell k, it creates a tuple (v, 4, k). Then,
these tuples are sorted according to the last component. Each
processor ¢ > 0 inspects its tuple (v’,%,k’) and the tuple
(v",i — 1,k") of processor i — 1. If k' # k" or ¢ = 0, then
this processors sends the value v’ to memory cell &’.

Each read/write step takes O(p,/p) energy to sort the tuples,
and O(p) energy for the segmented broadcast. Since there are
at most 2p accesses to the simulated shared memory, each
taking O(/p + y/m) energy, the total energy of one step is
O(py/p+p+/m). The depth is bottlenecked by the depth of the
sorting, which is O(log® n) for each of the T}, sequential steps.
The distance is O(,/p + y/m) for each of the 7}, sequential
steps. Summing over the O(T},) steps yields the result. O



VIII. APPLICATIONS TO SPARSE COMPUTATIONS

Next, we demonstrate the utility of our algorithmic primi-
tives by applying them to sparse matrix-vector multiplication
(SpMV), a fundamental operation in many scientific and
machine learning applications. We show how SpMV can be
efficiently implemented on spatial dataflow architectures using
a combination of sorting and scanning primitives, achieving
the same energy, depth, and distance bounds as our optimized
sorting algorithm.

Let A be an n X n sparse matrix with m non-zero entries,
where m > n, and let  be a vector of size n. We want to
compute the matrix-vector product Azx. The matrix is stored
in coordinate format (COQ), where each non-zero entry is
represented as a triple (,7, A; ;). Initially, the matrix A is
distributed across a \/m x +/m subgrid of processors, with
each processor holding a single arbitrary of those triples. The
vector @ is in a v/n X 4/n subgrid of processors, with each
processor holding one entry of the vector .

Lower Bound on Energy. To establish the optimality of our
algorithm, we provide a matching lower bound on the energy
required for SpMV for the case where m = ©(n):

Lemma VIIL.1. Sparse matrix-vector multiplication requires
at least Q(n®/?) energy.

Proof: This result follows from the lower bound on per-
mutation energy (Lemma [V.I). Since any permutation can be
represented as a matrix-vector multiplication by constructing
a corresponding permutation matrix, the energy bound for
permutations applies directly to SpMV. O

PRAM Simulation Upper Bound. To establish an initial
upper bound, we apply a PRAM simulation of the sparse
matrix-vector multiplication algorithm. A PRAM algorithm
can compute the products A, jz; in parallel. Then, it forms
the sums ), A; jx; using parallel sums. This CRCW PRAM
algorithm runs in O(logn) time using O(m/logn) proces-
sors and O(m) memory cells. By applying Lemma |[VIL2]
this translates to O(m®?) energy, O(log*n) depth, and
O(y/mlogn) distance. While this bound is energy-optimal for
m = O(n), we can further reduce the distance and depth by
a logarithmic factor by applying our optimized primitives.

Low-Depth SpMV Algorithm. Our improved SpMV algo-
rithm proceeds by sorting and scanning over the matrix and
vector entries to compute the product with lower depth and
distance compared to a PRAM simulation. Below are the key
steps of the algorithm:

1) Sort the non-zero matrix entries by column index (i.e.,
the second coordinate of each triple (i,7, A; ;)). This
step groups entries into segments corresponding to the
same column.

2) For each segment, designate the first processor holding a
matrix entry as the column leader. Each processor sends
its column index to the next processor in the sequence;
if the received index differs from its own or no message
is received, it becomes a leader.

3) Each column leader requests the corresponding vector
entry x; and broadcasts it to all processors in its segment
using a segmented broadcast implemented via a parallel
scan.

4) Each processor holding a matrix entry (i, j, A4; ;) com-
putes the partial product A; ;x;.

5) Sort the partial products by row index (i.e., the first co-
ordinate of each triple), grouping products contributing
to the same row of the result.

6) As with columns, identify row leaders by comparing row
indices. Row leaders manage the summation for each
segment.

7) Perform a segmented scan to sum the partial products
A; jx; for each row. The row leader stores the final
result (Ax);.

Theorem VIIL2. Sparse matrix-vector multiplication takes
O(m?/?) energy, O(log® n) depth, and O(/m) distance.

Proof: The cost is dominated by the sorting and scanning
primitives (Theorem and Lemma [[V3). O
Discussion. We have demonstrated that SpMV can be im-
plemented efficiently using the spatial dataflow model, achiev-
ing energy-optimal performance when the number of non-zero
entries m = O(n). Starting from a looser bound derived from
PRAM simulation, we improved both the depth and distance
metrics by carefully applying sorting and scanning primitives.
These results illustrate how our algorithmic tools can be used
to formulate efficient algorithms for sparse computations, with
optimal energy for large, sparse matrices.

IX. CONCLUSION

In this paper, we presented the first energy- and distance-
optimal algorithms with poly-logarithmic depth for funda-
mental operations, including parallel scan, rank selection, and
sorting, within the Spatial Computer Model. These primitives
form the foundation for more complex algorithms, such as
sparse matrix-vector multiplication, demonstrating their broad
applicability to spatial dataflow architectures. Our results pave
the way for extending spatial architectures to a wider range of
computations, particularly sparse ones. This has promising im-
plications for fields like graph neural networks, where sparse
data structures and irregular access patterns pose significant
challenges that our optimized algorithms can help address.

Despite these contributions, open questions remain. Further
simplification of our sorting algorithm could reduce imple-
mentation complexity, and while our sparse matrix-vector
multiplication is energy-optimal when the number of non-zero
elements is proportional to the number of rows, the optimal
energy for denser matrices is still unknown.

In summary, this work establishes crucial foundations for
spatial dataflow algorithm design through energy-optimal
primitives, creating new possibilities for efficiently executing
complex, sparse computations on emerging hardware plat-
forms.
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