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Trends in deep learning: hardware and multi-node

The field is moving fast — trying everything imaginable — survey results from 240 papers in the area of parallel deep learning
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Deep Learning is largely on distributed memory today!

T. Ben-Nun, T. Hoefler: Demystifying Parallel and Distributed Deep Learning: An In-Depth Concurrency Analysis, arXiv Feb 2018
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Trends in distributed deep learning: node count and communication

The field is moving fast — trying everything imaginable — survey results from 240 papers in the area of parallel deep learning

—e— Maedian 25th/75th Percentile ---- Min/Max B MPI MapReduce Sockets
Spark WEE RPC
. /
R Titan Supercomputer//'; 18-
] \’\ D. B I. f 4 9 16— . .
» 1 B istBelie ,,’ = Communication mode
QD . i
T 1000 - N Project Adam / g 14 .
O 3 \ / =
4 ] 3 12
Y
e ' 25 10 -
L0 1 Q 8
£ ] T
= ] O 61
Z IR o
10-§ & 4
| ,| - -
e | | | | | L om e
Pre- 2013 2014 2015 2016 2017- Pre- 2013 2014 2015 2016 2017-
2013 Present 2013 Present

Year Year

Deep Learning research is converging to MPI!

T. Ben-Nun, T. Hoefler: Demystifying Parallel and Distributed Deep Learning: An In-Depth Concurrency Analysis, arXiv Feb 2018
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Parallelism in Deep Learning

= Individual operators

= Network parallelism
=  Optimization algorithm
Distributed training

Param. Server

Operators Networks Training
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C h a I I e n ge S parameter server (sharded) w' = u(w, Vw)

T=2L+2Pym/sG T = 2Llog, P + 2ymG (P — 1)/P

Different:
=  Communication schemes

collective allreduce of V'w

Training Agent Training Agent  Training Agent Training Agent Training Agent Training Agent  Training Agent Training Agent

Centralized Decentralized
= Model consistency requirements
Synchronous Stale-Synchronous Asynchronous Model Ensemble
SGD SGD SGD (HOGWILD!) Averaging Learning
(e.g., elastic)
= Software stacks and feature sets 1 1 " B i
Consistent P Inconsistent
| | | | |
System Operators Networks Training Dist. Training
: o Sta Cus Def Eag Com Tra Dat Opt Cus PS Dec Asy Cus
Need to define: (L) cUDNN IR EEEEEEEEEEE
. . (L) MKL-DNN L B N B E R R R B E RN
= Open datasets from computational sciences (A TensoFlon(l] 0 © OO0 % & OURG Ok O
(F) Caffe,Caffe2[20] & o & ®» W i @ UR W@ @  p
(F)[Py]Torch[10,34] & & W & W W W & & @ O B @
(F) MXNet [6] G b O % B @O UR S O @ G W
(F) CNTK [45] 833?&330%“0."
. (F) Theano [4] SR N N N B
= Metrics robust to methods (or freeze methods) B chaneliNlig & 0 20 % 904 090w
(F) DL4j [42] G O O 9 9 @ SGUR S O @ @ g
(F) DSSTNE O B G % W @, QUR G @ @ R
(F) PaddlePaddle O O O% B b UR b O % O b
(F) TVM [7] O O O O O ww R pg g g
= Standard benchmarking infrastructure @losle) O % 29 AAARL T
(E) TensorLayer[14] ¢ " W W W @ B UR @ % 4 ¢ 9
(E) Lasagne W O P @ @ Qe UR G R R iR
(E)TFLearn[11] i " W W W | & W W 1§ @ @ @

Ben-Nun et al. “A Modular Benchmarking Infrastructure for High-Performance and Reproducible Deep Learning”, soon on arXiv
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So how to not do this

“Twelve ways to fool the masses when reporting performance of deep learning workloads”
(my humorous guide to floptimize deep learning)
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1) Ignore accuracy when scaling up!

HPC picking up!
= Too obvious for this audience

= Was very popular in 2015!
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2) Do not report test accuracy!

= Training accuracy is sufficient isn’t it?

— - Tralning error

lUnderfitting zone |Overfitting zone T
— Generalization error

Error

. . ——
T — — — — — — — — —

0 Optimal Capacity Source: guora.com
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3) Do not report all training runs needed to tune hyperparameters!

= Report the best run — SGD is a bit fragile, so don’t worry
At the end, the minutes for the final run matter most!
" Observed model O.

o performance °

Your model

Suggested
Hyperparameters
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So how to not do this

“Twelve ways to fool the masses when reporting performance of deep learning workloads”
(my humorous guide to floptimize deep learning)
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Modular Benchmarking Infrastructure for Reproducible DL

= Separates benchmarking into the 4 core components

= Metrics defined separately, shared across levels

= Leverages ONNX for model definition

A Modular Benchmarking Infrastructure for
High-Performance and Reproducible Deep Learning

Tal Ben-Nun, Simon Huber, Maciej Besta, Alexandros Nikolaos Ziogas, Daniel Peter, Torsten Hoefler
Departmeru of Compuier Science, ETH Zurich

Abstract—We Introduce DeepS00: the first custombzable bench-
ng Infrastructure that enables falr comparison of the
plethora of decp learning frameworks, algorithms, Ubraries,
and techniques. The key idea behind DecpS00 is s modula
deslgn, where decp learning Is factorized Into four distinct levels:

and fair (uses earefully selected metrics). Moreover, Deeps00 Is
st {ncurs negligibe verhends),vrifiabe (ofers nfrstructure
o analyze correctness), and reproducible. Finally, a5 the first
distributed and lepnullltlhh benchmarking system for deep
learning, Deeps00 provides software Infrastructure (o utilize the
‘most powerful supercomputers for extreme-scale workioads.

index Terms—Distributed Deep Learning, High-Performance
Deep Learning, Parallel Deep Learning, Benchmarking
DeepS00 code for reproducibilty: fipegithut comieepSO0deepS00

1. INTRODUCTION

Deep Learning (DL) has transformed the world and is now
ubiquitous in arcas such as speech recognition, image classi-
fication, or autonomous driving [3]. Its central concept is a
Deep Neural Network (DNN), a structure modeled after the
human brain. Thanks o rigorous training, DNNs are able to
solve various problems, previously deemed unsolvable.

Recent years saw an unprecedented growth in the number
of approaches, schemes, algorithms, applications, platforms,

on different platforms, and executing custom algorithms. To
achieve this, we design DeepS00 10 be a meia-framework that
<can be straightforwardly extended to benchmark any DL code.
Table 1 illustrates how various DL frameworks, libraries, and
frontends can be integrated in DeepS00 1o enable casier and
faster DL programming. © “Metrics” indicates that DeepS00
embraces a complex nature of DL that, unlike benchmarks
such as TopS00 [151, makes a single number such as FLOPS an
insufficient measure. To this end, we propose metrics that con-
sider the accuracy-related aspects of DL (e.g., time required
10 ensure a specific test-set accuracy) and performance-related
issues (e.g., communication volume). @ “Performance” means
that DeepS00 is the first DL benchmarking infrastructure that
can be integrated with parallel and distributed DL codes. @
“Validation” indicates that DeepS00 provides infrastructure to
ensure correctness of aspects such as comvergence. Finally,
Deep300 embraces € “Reproducibility” as specified in recent
HPC initiatives [ 18] to help developing reproducible DL codes.
Table 1T compares DeepS00 (o other benchmarking infras-
tructures with respeet to the offered functionalities. DeepS00
is the only system that focuses on performance, accuracy, and
convergence, while simultaneously offering 2 wide spectrum
of metrics and criteria for benchmarking, enabling customiz-
ability of design, and considering a diversity of workloads.

and frameworks for DL. First, DL computations can aim at  System Opebrs _Networks  Trag  Dist Tranng

inference or training. Second, hardware platforms can vary Sta Cus DefEag ComTra Dat Gpt Cus
significantly, including CPUs, GPUs, or FPGAs. Third, oper- (0 o 'EEEREEEEE
M ° M M e ators can be computed using different methods, e.g., im2col [5] MELONN O % W W 9 4w W
= Contains reference implementations of operators, optimizers SehmmETe L e B
) ) have been deployed in 3 variety of frameworks, such s (LRI04 @ § 133328
TensorFlow [14] or Caffe [20]. These functionalities may in- () INE] o R R EE
corporate many parallel and distributed optimizations, suchas A Temcll & 8 B8 8 & & W - 3
[ L) data, model, and pipeline paralielism. Finally, DL workloads (2 Ser=iial © 0 3 2 3 3 € 4 2
are executed in wildly varying environments, such as mobile () DL4j[42] 8333 333n]
and distributed schemes T ST R e e
This richness of the DL domain raises a question we ~(© VM 58 63233435357
have not seen addressed so far How can one ensure a (€ Kors Bl R R
leveled, fair ground for comparison, competition. and ‘g;:;m‘;,lm 4 : : :: — - EEEE
benchmarking In Deep Learning? The key issue here is that (€ Lasagns IEEEEELEFEERE
the recent benchmarking approaches such as DAWNBench[9] Eeaniil__4 % w9 990w v w e o

ar MLPerf [30] are merely lists of results that do not directly ~ Jiegmtionwithin (o
consider the rich nawre of today’s DL efforts. DoepS00 (Thie work]

- TELETn oo f DL rrenorke rited ptems ol co o e
To answer this question, we propose DeepS0: a bench- Eovaciasn o such ety Each oty
oot et ity e o coeh i Bachground

marking system that enables fair analysis and comparison of = Sspesc Skt oy cm»wm
diverse DL efforts. DeepS00 is based on the following fIve el betured Exeadion Wede. Ewg-E
. ) Gom e o iaton Tr: Trantormatie, Dat: st Natuod
pillars: ® Customizabilty, @ Metrics, © Performance, & 1) Com \ewerk Conpiaton, T Trsiomasi Dot Daast etk
Validation, and @ Reproduciblty. © “Customizability” in-  hey .mmm T On: Upae e Opiminrs, 5 A S sy ook
dicates that DeepS00 enables benchmarking of arbitrary com. B! 30ven Ratre k& g sylam oflrs  gen sty 3 imied way. :

binations of DL elements, such as various frameworks TUNING —§uony e oyt uppert or o cotoge of bstres rire . (bl 10

00 000G HO0600

=  Supports custom C, C++, and CUDA implementations on all levels

= No need to reimplement an optimizer to replace gradient compression!

Conv baseline: GEMM
0.050001 kernel i NVIDIA GPU 5.0e-01 kernel ! . . ‘ 1000 _ﬁgggﬁiﬁ:gg\gl GO -
0.025001 obtained with 2.5e-01 ' . PSSGD: Centralized SGO | nSGD =S
’ [} DeepBench _ DSGD: Decentralized i
1.0e-01 — . © 60000 Allreduce
0.01000 1 ¥ 5.0e-02 L, 548 DSGD ™~
. ) 25002 () 29
0.00500 1 e 556 o8
. : 1.0e-02 = 1004 P 5’ © 40000 -
o 0.00250+ o 5.0e-03 = o
E i E 25¢-03 < DSGD, o0
0.001001 " 4 0e-03 8 \// & 50000 /
0.000501 5.00-04 Lﬁ- Spa(CN\\— g TensorFlow-PS
0.000251 2.5e-04 Allreduce =,
1.0e-04 107 T T T T 0 T T T T T T T
0.000101 5.0e-05 NB?S?XEGPU 8 16 32 64 2 4 8 16 32 64 128
2.56-05
X : the average X : the average OBE_?;BE‘;,!”C'E" Number of nodes Number of nodes

Caffe2 TensorFIow PyTc orch Dee
Native Deep500 Native Deep500 Native Deep500 Bench

Caffe2 TensorFlow o Deep (a) Strong scaling (Wide ResNet 28x10).

y rc
Native Deep500 Native Deep500 Native DeepSOO Ben:h

(b) Weak scaling (ResNet-56).
Fig. 11: Scaling Analysis of Level 3: Strong and weak scaling on Piz Daint.

Ben-Nun et al. “A Modular Benchmarking Infrastructure for High-Performance and Reproducible Deep Learning”, soon on arXiv
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Ot h e r Re S u It S SPARCML: High-Performance Sparse Communication
for Machine Learning

Neural Code Comprehension: A Learnable
Representation of Code Semantics

= SparCML: a sparse reduction protocol to implement faster reductions in
parallel systems with sparse input vectors [arXiv’18, NIPS’18]

Accelerating Deep Learning Frameworks with
Micro-batches

1
= Using deep learning to create learnable representations of code
8 P 8 Y ; A - N ,
) kerd Demystifying Parallel and Distributed Deep Learning: An
[ N I PS 18] Al o In-Depth Concurrency Analysis
in dep]
ol i
;| ap{  TALBEN-NUN and TORSTEN HOEFLER, ETH Zurich, Switzerland
dist s —
. . . . . a i Deep Neural Networks (DNNs) are becoming an important tool in modern computing applications. Accelerating
= State Of t h e artin P red ictin g fa stest h a rd ware mapping an d a | go nth m nd Bl S G iy o i il e b e o e B i Ve oo s
all Dl O design. In this survey, we describe the problem from a theoretical perspective, followed by approaches for
req wll  ~  its parallclization We present trends in DNN architectures and the resulting implications on parallelization
I .o . =N T O strategics. We then review and model the different types of concurrency in DNN: from the single operator
C a s s Ifl Ca t I O n ol tmd ) through parallelism in network inference and training, to distributed decp learning, We discuss asynchronous
ol #wal | stochastic optimization, distributed system architectures, communication schemes, and neural architecture
1 #8 0 scarch Based on those approaches, we extrapolate potential directions for paralllism in decp learning
fﬁ“’ sl CCS Concepts: - General and reference — Surveys and overviews; - Computing methodologies — Neural
o — i e v AR
— s ()
Rl ) Additional Key Words and Phrases: Decp Leaming, Distributed Computing, Parallc] Algorithms
H H H H Vi iner] /. ACM Reference Format:
=  Accelerating convolution operators using micro-batches [Cluster’18 B T o o g Pl sl i i A D
d — Concurrency Analysis. 47 pages
1 "
"/‘ 1 INTRODUCTION
n 4 . . . H ~— Machine Learning, and in particular Deep Learning ] is rapidly taking over a variety of aspects in
ey tec N |q ue: se an yn amic ro g rammin g adl <t ourdailylives. At the core of deep learninglies the Deep Neural Network (DNN), a construet inspired
Spl ) by the interconnected nature of the human brain. Trained properly, the expressiveness of DNNs
ml]l ) provides accurate solutions for problems previously thought to be unsolvable, merely by observing
B ™ large amounts of data. Deep learning has been successfully implemented for a plethora of fields,
m I ranging from image classification!"*", through speech recognition ! and medical diagnosis
w| 52 autonomous driving and defeating human players in complex games!
ball — Since the 1980s, neural networks have attracted the attention of the machine learning commu-
sif :° nity!"*"] However, DNNs' rise into prominence was tightly coupled to the available computational
° ° ° ° ° the o power, which allowed to exploit their inherent parallelism. Consequently, deep learning managed
u P I I I I f I f t t t t bell ¢ 1o outperform all existing approaches in speech recognition '] and image classification "], where
arailielism moadeling o eep learning, rrom operator to aistripute Ml 75 i laier (AkaNe) incrnse the accurcy by a faclr f two, sparkin iterest outsde of e
W © community and even academia

As datasets increase in size and DNNs in complexity. the computational intensity and memory

training on supercomputers [arXiv’'18] ] e mmmm——

Authors’ address: Tal Ben-Nun, talbn@inf.ethz.ch: Torsten Hoefler, htor@inf ethz.ch, ETH Zurich, Department of Computer
Science, Ziirich, 8006, Switzerland

Operators Networks Training




